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Chapter 1

Introduction

Let me start with the title of this thesis. The title *Optimizations in Symmetric Cryptography* is only four words long, yet it expresses in a very compact way what this thesis is all about. To introduce this thesis and the topics that it contains, we can use the title and slowly unravel it word by word. For pedagogical reasons, it makes most sense to start on the right-hand side and move to the left.

The first and arguably the most important word that needs to be understood is *Cryptography*. History is filled with stories where protection of information plays a pivotal role. Whether this information concerns military operations, as with the invasion of Greece by the Achaemenid Empire under Xerxes I in the fifth century BC, or love letters, as between queen Marie Antoinette of France and count Axel von Fersen of Sweden, is of little interest here. Since long before the term ‘cryptography’ (or ‘cryptology’) was first coined, there have been people who tried to hide information by scrambling messages and there have been people who tried to decode these scrambled messages.

This is not any different from today’s situation. In fact, protection of information may be more pivotal than ever in a largely digitalized society. What have changed considerably throughout history are the cryptographic methods that are used to scramble messages and the cryptanalytic methods that are used to decode messages. Modern-day cryptography is a lot more rigorous, mathematically speaking. Publicly available scrutiny of cryptographic systems has significantly improved the security of the systems we use today, despite more powerful attackers. Another trend is that modern-day cryptography has become more versatile: it considers more properties than only the confidentiality of information. For example, it can also give guarantees that a message was not modified in transit or who sent a particular message.
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Now is a good moment to move to the next word of the title. The adjective *Symmetric* refers to a particular branch of cryptography. The confidentiality of an encrypted message usually depends on a cryptographic key and only the holder of this key should be able to decrypt the message. For some historical cryptographic systems this key may have been a code word, agreed in advance by the relevant parties. Nowadays that key is usually a string of ones and zeroes. When the same key is used to encrypt and to decrypt a message, this is a symmetric cryptographic system. This is unlike asymmetric cryptography, also called public-key cryptography, which was first realized in the 1970s. In public-key encryption, the key that is used to decrypt a message is different but mathematically related to the key that is used to encrypt a message. However, we need not submerge ourselves into this too much as this thesis only concerns symmetric cryptography.

Assuming that nobody will argue against skipping the preposition *in*, that just leaves *Optimizations*. This term is sufficiently vague that it spans across all core chapters of this thesis. Its use should immediately raise a few questions, such as what, why, and how. The how definitely goes too far for the introduction, so let’s leave that for later chapters. The answers to what and why partially follow from the notion that adding cryptography always comes with certain costs. These costs can be any combination of more CPU cycles, more gates in an integrated circuit, more electrical energy required, more code complexity, and so on. Lowering these costs may lead to even more widespread use of cryptography, improving the security of information. Of course, it is an equally true statement that many computer scientists and mathematicians just like optimization problems.

1.1 Outline and Contributions

The core chapters of this thesis are based on a sequence of published papers. These papers contain contributions to multiple sub-areas in cryptographic
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research. While they are certainly related, it felt natural to categorize the work into three parts.

The chapters in Part I focus on building blocks that are used in the design of round functions of iterated cryptographic permutations and ciphers. The aim is to improve these small building blocks such that they increase the security of the complete scheme as much as possible using as few operations as possible. The three chapters study three types of cryptographic building blocks: S-boxes, maximum-distance separable matrices, and column-parity mixers.

Part II continues to optimize cryptographic permutations and ciphers, but at a different level. Once a scheme has been designed, it has to be implemented before it can be used in practice. This part covers hand-optimized software implementations in assembly language for two CPU architectures. Naturally, the choices that are made at the design stage of a permutation or cipher have a large impact on what one can do on the implementation level and, the other way around, design choices are typically made with software and/or hardware implementations in mind.

Finally, the chapters in Part III consider the common model where an attacker has access to a physical device and attempts to extract secret information, such as a secret key, using information provided by measurements of physical characteristics of that device, such as its power consumption. These information streams are called side channels. Masking is a well-studied countermeasure against this type of attacker, but it tends to be a costly one: implementations become much slower and/or bigger. The chapters in this part improve this with two different approaches. Once more, there is some interaction going on. Choices made during both the design and the implementation phases of a cipher impact the cost of applying side-channel countermeasures. Design and implementation choices can also be made with the cost of side-channel countermeasures in mind.
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All core chapters are based on published papers with minor modifications. These modifications are mostly to make tables and figures fit within the dimensions of the current page size and to make the style and formatting more uniform. Some overlapping preliminaries have been moved to Chapter 2 to improve the flow for the reader. In a few cases, the scientific content has been updated, shortened, or otherwise modified. Such modifications are detailed at the beginning of the respective chapters.

Most chapters are based on joint work with various great coauthors. To clarify my personal contributions, I will describe per chapter what forms the basis of the chapter and how I contributed to it.

Chapter 3: S-boxes

This chapter is based on the following publication.


All work that is described in this publication is my own. The results on the multiplicative complexity of S-boxes were obtained while I was writing my Master’s thesis [Sto15] under supervision of Lejla Batina. The work on all other optimization criteria, including the part on combining optimization criteria, was carried out as part of my PhD. The parts on multiplicative complexity, although technically not a part of my PhD, are only included for completeness.

Chapter 4: MDS Matrices

This chapter is based on the following publication.


The work was a collaboration effort. Personally I worked on implementations of variants of what we call the BP heuristics and I ran many experiments. I
also wrote parts of the paper and contributed to discussions. The results from the statistical analysis and the correlation figures were produced by Friedrich Wiemer and Thorsten Kranz.

Chapter 5: Column-Parity Mixers

This chapter is based on the following publication.


The work was a collaboration effort. Personally I contributed to the development of the theory on column-parity mixers and their diffusion properties, the general design strategy, the Mixifer permutation and its security analysis, its software implementations, and to writing the paper. The work for the subsections on linear mask propagation, trail clustering, and on impossible differential cryptanalysis was done by Joan Daemen.

Chapter 6: ARM Cortex-M

This chapter is based on the following publication.


The work was a collaboration effort. Personally I wrote all the code and I wrote most of the paper.

Chapter 7: RISC-V

This chapter is based on the following publication.

Chapter 1. Introduction

All work that is described in this publication is my own.

Chapter 8: Vectorization

This chapter is based on the following publication.


The work was a collaboration effort. Personally I wrote the optimized implementations, helped with the lab setup, and wrote large parts of the paper. The side-channel evaluation was done by Kostas Papagiannopoulos and the new SNI refreshing and multiplication gadgets were contributed by Benjamin Grégoire.

Chapter 9: Reusing Randomness

This chapter is based on the following publication.


The work was a collaboration effort. A previous version of the AND gate and some results for hardware implementations were already put on IACR ePrint by the other authors before I joined. Since then, the work has changed direction and improved results considerably. Personally, I wrote the masked AES implementation, wrote parts of the paper, performed lab and simulator experiments, and contributed to discussions.
1.2 Research Data Management

Nearly all software and data that were used or produced for this thesis are available in online repositories that are publicly accessible. Unless a clearly marked license file in a repository states otherwise, copyrights and related rights are waived with the Creative Commons Zero v1.0 Universal waiver. This maximizes the potential for reuse of the software and data in the future.

References to the repositories are provided throughout this thesis, but they are also summarized in this section to make them easier to find.

S-box optimization tool
   https://github.com/Ko-/sboxoptimization

Shorter linear SLPs for MDS matrices
   https://github.com/rub-hgi/shorter_linear_slps_for_mds_matrices

Column-parity mixer trail search tool
   https://github.com/Ko-/cpm

Mixifier implementations
   https://github.com/Ko-/mixifer

AES implementations for ARM Cortex-M3 and M4
   https://github.com/Ko-/aes-armcortexm

Implementations of cryptographic primitives for RV32I
   https://github.com/Ko-/riscvcrypto
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Masked AES implementations parallelized with vectorization
https://github.com/Ko-/aes-masked-neon

Masking with two random bits
https://github.com/LaurenDM/TwoRandomBits

In addition to the software and data referred to above, side-channel trace sets exist related to Chapter 8 and Chapter 9. These are not available online due to their large sizes. Instead, they are locally stored on a hard disk drive in the side-channel lab of the Digital Security group at Radboud University and will remain available upon request.
Chapter 2

Preliminaries

This chapter aims to provide some background information on symmetric cryptology and on closely-related scientific areas. This is also where we establish some notation commonly used in subsequent chapters. This chapter is by no means a complete account of everything that there is to know about the topics that are discussed, but it merely intends to cover the common ground that is required for other chapters. In those other chapters, these preliminaries are supplemented with information that is more relevant to a specific chapter. Still, the reader is referred to a proper textbook or a course if the reader desires information that is not covered here.

This chapter first explains some basic mathematical concepts in Section 2.1. It then proceeds with the fundamentals of symmetric cryptology in Section 2.2. Section 2.3 puts cryptographic algorithms into a physical device, such as a microcontroller, and explains why implementations are also scientifically interesting. Finally, Section 2.4 discusses pitfalls of cryptographic implementations, how they can be attacked, and how these attacks can be prevented.

2.1 Mathematics

Most constructs in cryptology use existing and well-understood concepts from number theory, algebra, and other branches of mathematics. This makes it easier to reason about these constructs and therefore to study their security properties, which is what cryptographers are usually interested in. It is assumed that the reader is familiar with basic linear algebra, probability theory, predicate logic and common algebraic structures. Nonetheless, some definitions are available here as a reference.
A set $S$ is a collection of unique objects, such as different numbers. An object $a$ is an element of a set $S$, denoted $a \in S$, when it is one of the objects in the collection. A set can be specified by listing its objects $\{a, b, c, d, \ldots\}$, but that can get quite lengthy when a set contains an infinite number of objects. Some commonly used sets also have special names. For example, $\mathbb{Z}$ is the set of integers and $\mathbb{N}$ is the set of natural numbers. In order to avoid ambiguity, $0 \in \mathbb{N}$ in this thesis.

A group $(G, \cdot)$ is an algebraic structure that is given by a set $G$ and a binary operation $\cdot : G \times G \rightarrow G$ that satisfies three criteria:

- **Associativity**: $\forall a, b, c \in G : (a \cdot b) \cdot c = a \cdot (b \cdot c)$.
- **Identity element**: $\exists e \in G : e \cdot a = a \cdot e = a$. This element $e$ is unique.
- **Inverse element**: $\forall a \in G : \exists b \in G : a \cdot b = b \cdot a = e$. This $b$ is called the inverse of $a$ and denoted $a^{-1}$.

An example of a group is $(\mathbb{Z}, +)$, where $+$ is addition of integers. For this additive example, inverses are denoted $-a$. A group $(G, \cdot)$ is Abelian when $\cdot$ is also commutative: $\forall a, b \in G : a \cdot b = b \cdot a$.

A straightforward extension of groups adds another operation. A ring $(R, +, \cdot)$ is an algebraic structure where the following criteria hold:

- $(R, +)$ is an Abelian group.
- $\cdot$ is associative over $R$ and has a (multiplicative) identity element.
- **Distributivity**: $\forall a, b, c \in R : a \cdot (b + c) = (a \cdot b) + (a \cdot c)$ and $(a + b) \cdot c = (a \cdot c) + (b \cdot c)$.

An example of a ring is $(\mathbb{Z}, +, \cdot)$, where $+$ and $\cdot$ are addition and multiplication of integers, respectively.

A commutative ring is a ring where the multiplication operation $\cdot$ is also commutative. A field is a commutative ring where every element of its set also has a multiplicative inverse under the multiplication operation $\cdot$. A group, ring,
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and field are finite when their set has a finite number of elements. In (symmetric) cryptology, finite fields are common algebraic structures.

The order of a finite field, often denoted by $q$, is defined as the number of elements in its set. A finite field of a certain order $q$ exists if and only if $q$ is some power of a prime number, i.e., $q = p^k$ with $k$ a positive integer. Then $p$ is also known as the characteristic of the field. In general, there are many ways to construct a finite field with a specific order $q$, but they are all isomorphic. Intuitively, this means that finite fields of equal order behave the same with respect to calculations, as there exist reversible mappings between them. This is why explicit constructions are sometimes ignored and one just speaks of ‘the’ finite field $\mathbb{F}_q$. The smallest finite field is the field with 2 elements, denoted $\mathbb{F}_2$, which can be used to model bits with XOR and AND operations.

2.2 Symmetric Cryptology

In this section we cover several cryptographic primitives that most cryptographic schemes in symmetric cryptology are built upon. Before we discuss these primitives, the properties that they provide, and some examples, we look at idealized abstractions that model the properties that we desire. Finally, we discuss one instantiation of a cryptographic primitive, AES, in more detail as it will occur in multiple chapters of this thesis.

2.2.1 Idealized Abstractions

The first notion is that of a pseudorandom permutation (PRP). In general, a permutation is a bijective function from some set to itself. A PRP $f : X \rightarrow X$ is a permutation $f$ from some set $X$ to itself, such that it cannot be distinguished with non-negligible probability from a permutation that is selected uniformly at random from the set of all permutations over $X$. More commonly, a PRP is defined using a PRP family $f : K \times X \rightarrow X$, where there is some key space $K$
Chapter 2. Preliminaries

and for every \( k \in K \) it holds that \( f(k, \cdot) \) is a PRP. It is usually required that \( f \) and \( f^{-1} \) are efficiently computable.

A more general notion is that of a pseudorandom function (PRF). The difference is that a PRF does not require that the function maps a set to itself, but it allows an arbitrary output set. Consequently, it does not need to be a bijective mapping and it may not have an inverse. Clearly, every PRP is also a PRF.

Such idealized abstractions are useful in security proofs. They also clarify what properties a particular instantiation of a cryptographic primitive should have.

2.2.2 Primitives

Arguably one of the simplest primitives is the (unkeyed) cryptographic permutation. This is a function \( P : \{0, 1\}^n \rightarrow \{0, 1\}^n \) that processes fixed-length blocks such that \( P \) is a PRP. Typical examples are the Keccak-\( f \) permutations [BDPV11b].

Block ciphers also process fixed-length blocks, but add a fixed-length key. More precisely, a block cipher consists of an encryption function \( E : \{0, 1\}^{|k|} \times \{0, 1\}^n \rightarrow \{0, 1\}^n \) and a decryption function \( D : \{0, 1\}^{|k|} \times \{0, 1\}^n \rightarrow \{0, 1\}^n \) such that for all \( k \in \{0, 1\}^{|k|} \) and \( x \in \{0, 1\}^n \), \( D(k, E(k, x)) = x \). A secure block cipher is a family of PRPs. A block cipher can be constructed from a cryptographic permutation [EM93], but direct instantiations of block ciphers are more common. The prime example of a block cipher that is heavily used today is AES. We will discuss its construction in more detail in the Section 2.2.3.

A downside of a block cipher is that one can only use the encryption or decryption function once there is an input of precisely \( n \) bits. Stream ciphers are more flexible and allow inputs of arbitrary length or at least arbitrary multiples of some block length. Stream ciphers can be constructed from block ciphers by putting the block cipher in a so-called mode of operation. AES-CTR is a stream cipher that works like this. They can also be constructed directly, such as the ChaCha ciphers [Ber08a].
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A cryptographic hash function, or simply hash function in the context of this thesis, is another primitive that is used in many cryptographic schemes. A hash function is an efficiently-computable function $h : \{0, 1\}^* \rightarrow \{0, 1\}^n$ that maps arbitrary-length inputs to fixed-length outputs. $h$ needs to satisfy the following additional criteria:

- **Pre-image resistance**: given $y = h(x)$, it should be hard to find any $x'$ such that $h(x') = y$.

- **Second pre-image resistance**: given $x$, it should be hard to find any $x' \neq x$ such that $h(x) = h(x')$.

- **Collision resistance**: it should be hard to find any $x, x'$ with $x \neq x'$ such that $h(x) = h(x')$.

Typical examples are the SHA-2 [NIS15a] and SHA-3 [NIS15b] hash functions.

2.2.3 AES

In this section we zoom in on one particular block cipher, as it appears in all chapters of this thesis. In 1997, NIST announced that they were looking for a successor to DES [DES77] and they put out a call for proposals for new ciphers. All submissions were to be block ciphers that support a block length of 128 bits and key sizes of 128, 192, and 256 bits. Out of fifteen submissions, Rijndael was selected as the winner and it was finally standardized as AES in 2001 [DR02].

The AES design is based on a number of rounds, where each round consists of a nonlinear substitution of the bytes of the state, followed by linear operations that aim to spread and mix parts of the state, followed by the addition of a round key that is derived from the key through a key schedule. These steps are called SubBytes, ShiftRows, MixColumns, and AddRoundKey in that order. The first round starts with an initial AddRoundKey and the final round is different by omitting MixColumns as it does not improve security anymore. AES-128,
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the variant with a key size of 128 bits, has 10 rounds, AES-192 12 rounds, and AES-256 14 rounds.

The security of AES has been established through years of thorough cryptanalysis. An attack that is always possible is brute-force search for the correct key. The amount of effort that this costs is determined by the size of the key, so for AES-128 this takes $2^{128}$ AES operations (or $2^{127}$ on average). Linear [Mat94] and differential [BS91] cryptanalysis are general methods that apply to all block ciphers and have proved themselves to be powerful attacks in the past. However, AES was designed with these attacks in mind and its designers have proven that these attacks require much more effort than brute-force search.

Currently, the best-known attack against AES-128, conveniently ignoring related-key attacks for the moment, is a biclique attack that requires $2^{126.13}$ operations and $2^{56}$ bits or 9 petabyte of storage [TW15]. Although this implies a theoretical break of AES, in practice, the biclique attack is unlikely to be faster than simple brute-force search of the key.

AES is widely deployed and used in many products, protocols, and industries to securely encrypt data.

2.3 Cryptographic Implementations

Cryptographic algorithms are implemented in a wide range of hardware and software. A very rough division can be made between ASICs, FPGAs, microcontrollers, smartphones, high-end CPUs, and GPUs. The topics in this thesis primarily consider the middle part of this range.

2.3.1 Assembly

A lot of cryptographic implementations are written in assembly language. This has several advantages. First of all, the implementation is likely to be faster. This is especially useful if the operation is to be performed many times. A
human with knowledge of the mathematical properties of the cryptographic algorithm can think of optimizations that are beyond what generic compilers can do. Also note that compilers are optimized to perform well on average, without affecting the compilation time or binary size too much. This may not be what is wanted for a cryptographic implementation. Another reason for programming in assembly is that a compiler may unknowingly alter the behavior of a program. Statements such as removing a key from memory by overwriting it with zeroes may be removed by a compiler, because it thinks it is useless if that value is not read again later.

Some disadvantages of assembly are, of course, that you lose portability between CPU architectures and that you increase the code complexity. Usually the idea is that this effort is done once in a software library and everyone else can then reuse that library.

2.3.2 ARM Cortex-M

Various CPU architectures are mentioned frequently throughout this thesis, hence they are briefly described in this section. The first is a line of microprocessors called Cortex-M by ARM. This consists of a number of popular 32-bit low-cost processors for embedded applications that have been used in billions of devices. These processors generally run lightweight embedded operating systems or none at all. Although it is described as a RISC architecture, some models do come with multipliers, divide instructions, DSP instructions, and floating-point instructions. Noteworthy are the barrel-shift registers that provide free shifts and rotations of one input of arithmetic instructions.

2.3.3 ARM Cortex-A and NEON

Cortex-A is a group of 32-bit and 64-bit processors that are used in smartphones, tablets, and other applications that require more performance. These typically run a full-fledged operating system such as Linux.
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The NEON media processing engine or Advanced SIMD extension extends a Cortex-A processor with a 64-bit or 128-bit SIMD vector unit that can accelerate media and signal processing, but it can also be useful for parallel processing in cryptographic implementations.

2.3.4 RISC-V

ARM designs processors, but they do not build them themselves. Instead, other companies purchase licenses to use their designs. The RISC-V project is about creating an open and free instruction set architecture and started originally at the University of California at Berkeley. There exist both open-source and proprietary processors that implement this instruction set architecture. There are 32-bit, 64-bit, and 128-bit variants of the instruction set, targeting a wide range of applications. It should be noted that the base contains very few instructions and that there are many standardized extensions that bring functionality such as multiplication, floating-point support, and vector operations, some of which are still in development.

2.4 Side-Channel Attacks and Countermeasures

Research on cryptographic implementations not only aims to lower the costs of adding more secure cryptography, but it also aims to make the implementations themselves more secure. A theoretically secure cipher is not as useful when its implementation contains flaws that can be exploited to easily extract a secret key. The attacker may use information about physical characteristics of a particular implementation, called side channels. To reason about implementation security it is important to have an explicit attacker model that states what an attacker is allowed to do. From this it can be determined whether a model is relevant to a particular use case. For example, on a regular PC a secret key can often be retrieved by a privileged user by extracting it from memory or by attaching a debugger to an encryption process. From the perspective of
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the implementation of a cryptographic operation in a desktop application, it is impossible to exclude these types of attacks without relying on assistance from special-purpose hardware. Hence an implementer may decide that this attacker model is not too relevant for their use case and accept these risks. On the other hand, a company that produces credit cards may take sophisticated side-channel attacks very seriously.

2.4.1 Timing Attacks

One branch of side-channel attacks uses timing information. A simple example is the case of testing whether two strings are equal by comparing them character by character and returning when a mismatch occurs. By measuring the time it takes to do this comparison, an attacker can determine at what position the strings begin to differ. This turns the hard problem of guessing the right string into the much simpler problem of guessing the right character a few times in a row. Kocher famously applied a similar idea to implementations of asymmetric cryptographic algorithms in 1996 [Koc96].

These timing attacks can be quite subtle. In 2005, Bernstein showed that full key recovery was possible against the AES implementation in OpenSSL because of the behavior of caches in CPUs [Ber05a]. The solution is the notion of constant-time implementations: the running time should be independent of secret values. But controlling the running time can be hard when there are many abstraction layers between the code and the physical world. Compilers may introduce timing variance in code that was intended to be constant-time for optimization purposes and even a single instruction may turn out to be less constant-time than one expected due to a hidden mechanism in complex and proprietary hardware.

Assembly implementations and publicly available documentation of hardware do help out a lot, as well as in-depth testing to the timing behavior of CPU instructions. Another direction is to put the whole cryptographic operation in
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a hardware circuit, such as with the AES-NI instruction set extension for Intel and AMD CPUs.

2.4.2 Power and Electromagnetic Attacks

Another branch of side-channel attacks uses other physical characteristics. In 1999, Kocher, Jaffe, and Jun showed how on many devices, the power consumption of the device correlates with the instructions and values that are being processed [KJJ99]. In cryptographic implementations, some of these values are supposed to be secret. However, by measuring the power consumption across a cryptographic operation, the implementation may leak the full cryptographic key. With simple power analysis (SPA), patterns are directly deduced from a single trace of measurements. Usually this is not enough to recover a key. Differential power analysis (DPA) is a more powerful attack that requires multiple traces and some statistics. The main idea is to guess some secret bits (for example, a byte of a round key in the case of AES) and to perform a statistical test to confirm whether the guess was correct. A notable variation is correlation power analysis (CPA) that uses the Pearson correlation coefficient to distinguish between a correct guess and a wrong guess [BCO04].

Similarly, simple and differential electromagnetic analysis are based on the fact that a current induces an electromagnetic field that can be measured by a probe [QS01]. Sometimes it is hard to measure the current going through a processor directly because of how the processor is integrated into a circuit. Its electromagnetic field may then be easier to measure. However, a downside can be that there may be more noise in the measurement of the electromagnetic field.

A high noise level can be combatted by generating more traces, but this also increases the amount of effort for an attacker. Some countermeasures against power and electromagnetic analysis are therefore based on increasing the amount of noise. The countermeasure that occurs most in this thesis is called
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*masking.* This aims to break the correlation between the physical measurement and the secret value by adding randomness. Secret values are split into shares that by themselves are uniformly random. A careful implementation then performs the computation on the shares in such a way that the computation remains correct and that secret intermediate values remain uniformly random.

Power and electromagnetic analysis, as well as masking, can be extended to *higher orders.* This means that the statistical properties of multiple aspects of a signal are studied jointly. This can be approached with multivariate statistics or by first mapping the problem to a univariate problem. For masking, protection against higher-order attacks means that secret values need to be split into more shares.
PART I

Cryptographic Building Blocks
Chapter 3

S-boxes

As a first cryptographic building block, we consider the nonlinear S-boxes that can be found in round functions of most iterated permutations or ciphers. This chapter introduces a technique to optimize implementations of such S-boxes for a number of optimization criteria. In comparison to the original publication [Sto16b], a few mistakes that were pointed out by Jérémy Jean are corrected. The S-boxes of RECTANGLE and its inverse were swapped and in an implementation of LAC there was a typo in a variable name. Another modification is that the appendices are omitted.

3.1 Introduction

Implementations of cryptographic algorithms are typically optimized for one or multiple criteria, such as latency, throughput, power consumption, memory consumption, etc., but also criteria such as the cost of adding masking countermeasures to protect against side-channel attacks. It is worthwhile to spend time on this optimization, as the implementations are typically used many times. It is usually a hard problem to find an implementation that is actually theoretically minimal with respect to the criteria, e.g., general circuit minimization is $\Sigma_2^p$-complete [BU08]. However, for small functions this is still possible, using, for instance, SAT solvers. Especially for building blocks that can be used in multiple cryptographic algorithms, such as S-boxes, it is useful to look at methods for finding minimal implementations with respect to some given criteria.

In Section 3.2, we first discuss the simpler problem of finding minimal implementations of linear functions. We give a brief overview of methods for finding the shortest linear straight-line program.
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We then move toward S-boxes and in Section 3.3 we consider known methods [CMH13; Mou15] that manage to find minimal implementations for the relevant optimization criteria of multiplicative complexity [BPP00], bitslice gate complexity [CHM11], and gate complexity. The definitions of these criteria are given in Section 3.3. We study how feasible the methods actually are by applying them to S-boxes that are used in recent cryptographic algorithms, such as several candidates in the CAESAR competition\(^1\) and lightweight block ciphers. Additionally, we provide tools that allow anyone to conveniently do the same to other small S-boxes.

Then we look at another optimization criterion: the circuit-depth complexity. This is relevant in hardware implementations to decrease the delay and to be able to increase the clock frequency. We suggest a new method for encoding the circuit-depth-complexity decision problem in SAT and we show how feasible this method is in practice by providing efficient low-depth S-box implementations for Joltik [JNP15], Piccolo [SIH+11], LAC [ZWW+14], Prøst [KLL+14], and RECTANGLE [ZBL+14] in Section 3.3.5.

Section 3.4 discusses how several optimization criteria can be combined, by first optimizing the S-box used by the PRIMATEs [ABB+14] for multiplicative complexity and then for gate complexity. This is done by taking the intermediate result after optimizing for multiplicative complexity, identifying the linear parts of this, and by treating these as instances of the shortest linear straight-line program problem.

Full listings of the optimized implementations that are obtained can be found in the appendices of the original publication [Sto16b].

Contributions presented in this chapter. To summarize, the contributions of this chapter are:

\(^1\)https://competitions.cr.yp.to/caesar.html
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- implementations of the S-boxes in Ascon, ICEPOLE, Joltik/Piccolo, Keccak/Ketje/Keyak, LAC, Minalpher, Prøst, and RECTANGLE with a provably minimal number of nonlinear gates;

- a new method for encoding the circuit-depth-complexity decision problem as an instance of SAT;

- optimized and in some cases even provably minimal implementations of the S-boxes in Joltik/Piccolo, LAC, Prøst, and RECTANGLE with respect to bitslice gate complexity, gate complexity, and circuit-depth complexity;

- a method to combine multiple optimization criteria;

- an implementation of the S-box used by the PRIMATEs that is first optimized for multiplicative complexity and then for (bitslice) gate complexity;

- tools and documentation to optimize implementations of small nonlinear functions such as S-boxes using SAT solvers, with respect to multiplicative complexity, bitslice gate complexity, gate complexity, or circuit-depth complexity, as described in Section 3.4.

3.2 Shortest Linear Straight-Line Programs

Before tackling the optimization of S-boxes, let us restrict ourselves to linear functions and let us consider the Shortest Linear Program (SLP) problem over $\mathbb{F}_2$. Let $A$ be an $m \times n$ matrix of constants over $\mathbb{F}_2$ and let $x$ be a vector of $n$ variables over $\mathbb{F}_2$. The SLP problem is to find the program with the smallest number of lines that computes $Ax$, where every program line is of a certain form.

Let $Z$ be a set of variables over $\mathbb{F}_2$, that initially contains the input variables $\{x_0, \ldots, x_{n-1}\}$. Let $z_i, z_j \in Z$. Then every program line is of the form

$$z' := z_i + z_j.$$
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After executing this program line, the new variable \( z' \) is added to the set, \( Z := Z \cup \{ z' \} \). The new variable \( z' \) can therefore be used in the next program line.

The program is said to compute \( Ax \) when there exists a vector \( (z_1, \ldots, z_m) \in \mathbb{Z}^m \) such that \( Ax = (z_1, \ldots, z_m)^\top \).

Being able to find the shortest straight-line linear program has obvious applications to cryptology. Solving the SLP over \( \mathbb{F}_2 \) is equivalent to finding the shortest circuit to compute a function using only XOR gates. Optimizing implementations of linear operations, such as MixColumns in AES and the linear components of certain implementations of SubBytes, can therefore be seen as instances of the SLP problem over \( \mathbb{F}_2 \). However, this method does not apply to nonlinear operations such as S-boxes. We show in Section 3.3 what kind of methods can be used in such cases.

**Solving the SLP problem.** Boyar, Matthews, and Peralta showed that the SLP problem over \( \mathbb{F}_2 \) is NP-hard [BMP08]. Off-the-shelf SAT solvers can be used to find solutions for small instances of this problem. Fuhs and Schneider-Kamp presented a method [FS10] to encode the SLP problem as an instance of SAT and they show how this can be used to optimize the affine transformation of AES’s SubBytes [FS10; FS12].

For larger instances, exact methods will quickly become infeasible. Alternatively, Boyar and Peralta published an approach to solve the SLP problem over \( \mathbb{F}_2 \) based on a heuristic [BP10]. In short, the heuristic uses a base vector set \( S \), initialized with unit vectors for all variables in \( x \), and a distance vector \( \text{Dist} \) that keeps track of the minimal Hamming distance to \( S \) for each row in \( A \). Repeatedly, the sum of the pair of base vectors in \( S \) that minimizes the sum of \( \text{Dist} \) is added to \( S \) and \( \text{Dist} \) is updated, until \( \text{Dist} \) is the all-zero vector. If there is a tie between two pairs of base vectors, the pair that maximizes the Euclidean length of the new \( \text{Dist} \) vector is chosen. This algorithm makes it possible to find solutions to larger instances of the SLP problem.
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For nonlinear functions such as S-boxes, known approaches based on heuristics [BP10] all exploit additional algebraic structure that may be available, e.g., as for the S-box of AES. However, in general this additional structure may not exist and one may need to fall back to generic methods such as SAT solvers.

S-box implementations in both software and hardware can be optimized with SAT solvers according to several criteria. In this chapter we consider the following four optimization goals:

**Multiplicative complexity.** The multiplicative complexity of a function [BPP00] is defined as the smallest number of nonlinear gates with fan-in 2 required to compute this function. If we restrict our S-box implementations to the \{AND, OR, XOR, NOT\} operations, we only need to consider the number of ANDs and ORs. Optimizing for this goal is useful in the case of protecting against side-channel attacks using random masks, where nonlinear gates are typically more expensive to mask. There are also applications in multi-party computation and fully homomorphic encryption, where the cost of nonlinear operations is even more significant [ARS+15].

**Bitslice gate complexity.** The bitslice gate complexity of a function [CHM11] is defined as the smallest number of operations in \{AND, OR, XOR, NOT\} required to compute this function. This translates directly to efficient bitsliced software implementations, as on most common CPU architectures, there are no instructions for computing NAND, NOR, or XNOR immediately.

**Gate complexity.** The gate complexity of a function is defined as the smallest number of logic gates required to compute this function. Unlike for bitslice gate complexity, NAND, NOR, and XNOR gates are now also allowed. This translates to efficient hardware implementations, although the different amounts of area
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required by these types of gates and the different delays still need to be taken into account. Note that we only consider gates with a fan-in of at most 2.

**Circuit-depth complexity.** The depth of a circuit is defined as the length of the longest paths from an input gate to an output gate. Every function can be computed by a circuit with depth 2, e.g., by expressing the function in conjunctive or disjunctive normal form. However, this can lead to very wide circuits with a lot of gates, which is typically not desirable. There is somewhat of a trade-off between circuit depth and number of gates. Still, optimizing for this goal is useful in the case of hardware implementations, to be able to decrease the total delay and therefore to be able to increase the clock frequency. Again, only gates with a fan-in of at most 2 are considered.

These criteria come with corresponding decision problems. For example, given a function \( f \) and some positive integer \( k \), the *multiplicative-complexity decision problem* is defined as:

“Is there a circuit that implements \( f \) and that uses at most \( k \) nonlinear operations?”

The decision problems for the other three optimization goals can be defined analogously. Off-the-shelf SAT solvers can be used to solve these decision problems. When a SAT solver successfully finds a circuit for some value \( k \) but outputs UNSAT for \( k - 1 \), it is proven that \( k \) is the minimum value. Note that when a SAT solver outputs SAT for some value \( k \), it also provides a satisfying valuation that can be used to reconstruct an implementation of \( f \).

In order to use SAT solvers to solve these decision problems, the problems first have to be encoded in logical formulas in conjunctive normal form (CNF), because that is the input format that the SAT solver requires.
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3.3.1 Notation

For the encoding, we use the notation of Mourouzis [Mou15]. We consider systems of multivariate equations over $\mathbb{F}_2$. In these equations, let

- $x_i$ be variables representing S-box inputs;
- $y_i$ be variables representing S-box outputs;
- $q_i$ be variables representing gate inputs;
- $t_i$ be variables representing gate outputs;
- $a_i$ be variables representing wiring between gates; and
- $b_i$ be variables representing wiring inside gates. This will become more clear when they are first used in Section 3.3.3.

In the implementations the logical connectives are used to denote the types of operations. Let $\land, \lor, \oplus, \neg$ denote AND, OR, XOR, NOT, respectively, and let $\uparrow, \downarrow, \leftrightarrow$ denote NAND, NOR, XNOR, respectively.

3.3.2 Optimizing for Multiplicative Complexity

Courtois, Mourouzis, and Hulme [CMH13; Mou15] suggested a method to encode the multiplicative-complexity decision problem. Let $f : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^m$ be an S-box and let $k$ be the multiplicative complexity that we want to test for. Then first create a set of equations $C$ in ANF consisting of:

- $\forall i \in \{0, \ldots, k - 1\} : t_i = q_{2i} \cdot q_{2i+1}$, to encode the $k$ AND gates.

- $\forall i \in \{0, \ldots, 2k - 1\} : q_i = a_l = \left( \sum_{j=0}^{n-1} a_{l+j+1} \cdot x_j \right) + \left( \sum_{j=0}^{\lfloor \frac{i}{2} \rfloor - 1} a_{l+n+j+1} \cdot t_j \right)$, where $l = i(n + 1) + \left\lfloor \frac{i^2 - 2i + 1}{4} \right\rfloor$, to encode that the inputs of the AND gates can be any linear combination of S-box inputs and previous AND-gate outputs. The single $a$ represents an optional NOT gate.
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- \( \forall i \in \{0, \ldots, m - 1\}: \) \( y_i = \left( \sum_{j=0}^{n-1} a_{s+j} \cdot x_j \right) + \left( \sum_{j=0}^{k-1} a_{s+n+j} \cdot t_j \right) \), where \( s = 2k(n+1) + k(k - 1) + i(n + k) \), to encode that the S-box outputs can be any linear combination of S-box inputs and AND-gate outputs.

For example, when \( n = m = 4 \) and \( k = 3 \), this leads to the following set of equations C:

\[
\begin{align*}
q_0 &= a_0 + a_1 \cdot x_0 + a_2 \cdot x_1 + a_3 \cdot x_2 + a_4 \cdot x_3 \\
q_1 &= a_5 + a_6 \cdot x_0 + a_7 \cdot x_1 + a_8 \cdot x_2 + a_9 \cdot x_3 \\
t_0 &= q_0 \cdot q_1 \\
q_2 &= a_{10} + a_{11} \cdot x_0 + a_{12} \cdot x_1 + a_{13} \cdot x_2 + a_{14} \cdot x_3 + a_{15} \cdot t_0 \\
q_3 &= a_{16} + a_{17} \cdot x_0 + a_{18} \cdot x_1 + a_{19} \cdot x_2 + a_{20} \cdot x_3 + a_{21} \cdot t_0 \\
t_1 &= q_2 \cdot q_3 \\
q_4 &= a_{22} + a_{23} \cdot x_0 + a_{24} \cdot x_1 + a_{25} \cdot x_2 + a_{26} \cdot x_3 + a_{27} \cdot t_0 + a_{28} \cdot t_1 \\
q_5 &= a_{29} + a_{30} \cdot x_0 + a_{31} \cdot x_1 + a_{32} \cdot x_2 + a_{33} \cdot x_3 + a_{34} \cdot t_0 + a_{35} \cdot t_1 \\
t_2 &= q_4 \cdot q_5 \\
y_0 &= a_{36} \cdot x_0 + a_{37} \cdot x_1 + a_{38} \cdot x_2 + a_{39} \cdot x_3 + a_{40} \cdot t_0 + a_{41} \cdot t_1 + a_{42} \cdot t_2 \\
y_1 &= a_{43} \cdot x_0 + a_{44} \cdot x_1 + a_{45} \cdot x_2 + a_{46} \cdot x_3 + a_{47} \cdot t_0 + a_{48} \cdot t_1 + a_{49} \cdot t_2 \\
y_2 &= a_{50} \cdot x_0 + a_{51} \cdot x_1 + a_{52} \cdot x_2 + a_{53} \cdot x_3 + a_{54} \cdot t_0 + a_{55} \cdot t_1 + a_{56} \cdot t_2 \\
y_3 &= a_{57} \cdot x_0 + a_{58} \cdot x_1 + a_{59} \cdot x_2 + a_{60} \cdot x_3 + a_{61} \cdot t_0 + a_{62} \cdot t_1 + a_{63} \cdot t_2
\end{align*}
\]

This set of equations does not depend on \( f \) yet, but only on the values of \( n \) and \( m \). The equations in C have to be satisfied for all possible S-box inputs. An equation set \( C' \) is created that contains \( 2^n \) copies of the equations in C, in which all \( x_i, y_i, q_i, t_i \) are renumbered, but in which all \( a_i, b_i \) remain the same. \( f \) is bound to the problem description by adding its truth table as \( 2^n (n + m) \) constant equations, i.e., one for every bit in both the S-box input and the S-box output, to \( C' \).
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\( C' \) is in ANF. The method by Bard, Courtois, and Jefferson [BCJ07] for converting sparse systems of low-degree multivariate binary polynomials is used to convert \( C' \) to CNF, such that it is understood by the SAT solver.

Results. This method makes it feasible to find the multiplicative complexity of several 4-bit and 5-bit S-boxes. Finding the multiplicative complexity comes with an actual implementation that uses this minimal number of nonlinear gates. After Courtois, Hulme, and Mourouzis applied this method to the S-boxes of PRESENT and GOST [CHM11], we show that we can also find results for more recently introduced 4-bit and 5-bit S-boxes.

We consider the S-boxes, and if applicable, their inverses (denoted by \( ^{-1} \)), in Ascon [DEMS16], ICEPOLE [MGH+14], Keccak [BDPV11b]/Ketje [BDP+16a]/Keyak [BDP+16b], all PRIMATEs [ABB+14], Joltik [JNP15]/Piccolo [SIH+11], LAC [ZWW+14], Minalpher [STA+15], Prøst [KLL+14], and RECTANGLE [ZBL+14]. Minalpher’s and Prøst’s S-boxes are involutory, which is why their inverses are not listed separately. The inverse S-boxes in Ascon, ICEPOLE, Keccak, Ketje, and Keyak are not actually used in decryption and are therefore not considered.

For all S-boxes except the one used by the PRIMATEs we are able to prove the multiplicative complexity. The results are summarized in Table 3.1. The actual implementations can be found in the original publication [Sto16b], but note that these should most likely not be used by themselves as we are being very generous with XOR gates. The linear parts should be optimized separately, as we will demonstrate in Section 3.4.

These and subsequent results are obtained using MiniSat 2.2.0\(^2\) and CryptoMiniSat 2.9.10\(^3\) using default parameters on a single core of an Intel Xeon E7-4870 v2 running at 2.30 GHz.

---

\(^2\)https://www.minisat.se/MiniSat.html
\(^3\)https://www.msoos.org/cryptominisat2/
Table 3.1: Multiplicative complexity of S-boxes.

<table>
<thead>
<tr>
<th>S-box</th>
<th>Size</th>
<th>Multiplicative complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ascon</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>ICEPOLE</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Keccak/Ketje/Keyak</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>PRIMATEs</td>
<td>5</td>
<td>∈ {6, 7}</td>
</tr>
<tr>
<td>PRIMATEs⁻¹</td>
<td>5</td>
<td>∈ {6, 7, 8, 9, 10}</td>
</tr>
<tr>
<td>Joltik/Piccolo</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Joltik⁻¹ /Piccolo⁻¹</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>LAC</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Minalpher</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Prøst</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>RECTANGLE</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>RECTANGLE⁻¹</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

For the PRIMATEs S-box and inverse S-box, we find solutions for $k = 7$ and $k = 10$, respectively. Furthermore, we find for both S-boxes that the case for $k = 5$ yields UNSAT. We have started several attempts to find a decisive answer for $k = 6$, including:

- reducing the CNF, e.g., using NICESAT [CMV09];
- fine-tuning SAT solver parameters;
- trying other SAT solvers;
- trying other SAT solvers that can run in parallel on many cores, such as Plingeling and Treengeling;\(^4\) and

\(^4\)http://fmv.jku.at/lingeling/
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- letting all of this run for several months on a machine with 120 cores and 3 TB of RAM.

Unfortunately, none of these attempts resulted in an answer as no solver instance has terminated yet. As these SAT solvers typically have much more difficulty with proving the UNSAT case than proving the SAT case, and as the SAT proof for \( k = 7 \) was found in less than 40 hours, we expect the \( k = 6 \) case to yield UNSAT and we therefore conjecture the multiplicative complexity of the PRIMATEs S-box to be 7. In Section 3.4 we go into more detail on optimizing the PRIMATEs S-box. For the inverse S-box, we did not manage to find solutions for \( k \in \{6, 7, 8, 9\} \).

3.3.3 Optimizing for Bitslice Gate Complexity

In the same work [CMH13; Mou15], a method is given to optimize for bitslice gate complexity. However, it is only applied on the small CTC2 toy cipher and therefore it remains unclear how practical this method is for real-world ciphers. We investigate this by applying the method to the same S-boxes as in the previous section.

The encoding scheme for the bitslice-gate-complexity decision problem is slightly different compared to the multiplicative-complexity decision problem. Let \( f : \mathbb{F}_2^n \rightarrow \mathbb{F}_2^m \) again be an S-box and let \( k \) now be the bitslice gate complexity that we want to test for. Then our first set of equations \( C \) in ANF consists of:

- \( \forall i \in \{0, \ldots, k-1\} \): \( t_i = b_{3i} \cdot q_{2i} \cdot q_{2i+1} + b_{3i+1} \cdot q_{2i} + b_{3i+2} + b_{3i+2} \cdot q_{2i} \), to encode the \( k \) AND, OR, XOR or NOT gates. The \( b_i \) determine what kind of gate this will represent, as can be seen in Table 3.2.

- \( \forall i \in \{0, \ldots, k-1\} \): \( 0 = b_{3i} \cdot b_{3i+2} \) and \( 0 = b_{3i+1} \cdot b_{3i+2} \), to make sure that the gate is either a unary NOT or a binary AND, OR, or XOR, but not one of them combined with a NOT. This excludes NAND, NOR, and XNOR gates.
∀ \( i \in \{0, \ldots, 2^k - 1\} \): \( q_i = \left( \sum_{j=0}^{n-1} a_{i+j} \cdot x_j \right) + \left( \sum_{j=0}^{\left\lfloor \frac{i}{2} \right\rfloor - 1} a_{i+n+j} \cdot t_j \right) \), where \( l = in + \left\lfloor \frac{i^2-2i+1}{4} \right\rfloor \), to encode that the inputs of the gates can be any S-box input bit or any previously computed bit.

∀ \( i \in \{0, \ldots, 2^k-1\}, \forall j \in \{l, \ldots, l+n+\left\lfloor \frac{i}{2} \right\rfloor - 2\} \): \( 0 = a_j \cdot a_u \), to encode an at-most-one constraint on the gate inputs.

∀ \( i \in \{0, \ldots, m-1\} \): \( y_i = \left( \sum_{j=0}^{n-1} a_{s+j} \cdot x_j \right) + \left( \sum_{j=0}^{k-1} a_{s+n+j} \cdot t_j \right) \), where \( s = 2kn + k(k - 1) + i(n + k) \), to encode that the S-box output bit can be any S-box input bit or any gate output.

∀ \( i \in \{0, \ldots, m-1\}, \forall j \in \{s, \ldots, s+n+k-2\} \): \( 0 = a_j \cdot a_u \), to encode an at-most-one constraint on the S-box outputs.

### Table 3.2: Gate modifiers for bitslice gate complexity.

<table>
<thead>
<tr>
<th>( b_{3i}b_{3i+1}b_{3i+2} )</th>
<th>Gate ( t_i ) function</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>0</td>
</tr>
<tr>
<td>001</td>
<td>( \neg q_{2i} )</td>
</tr>
<tr>
<td>010</td>
<td>( q_{2i} \oplus q_{2i+1} )</td>
</tr>
<tr>
<td>011</td>
<td>Prevented by constraint on ( b_{3i+2} )</td>
</tr>
<tr>
<td>100</td>
<td>( q_{2i} \land q_{2i+1} )</td>
</tr>
<tr>
<td>101</td>
<td>Prevented by constraint on ( b_{3i+2} )</td>
</tr>
<tr>
<td>110</td>
<td>( q_{2i} \lor q_{2i+1} )</td>
</tr>
<tr>
<td>111</td>
<td>Prevented by constraint on ( b_{3i+2} )</td>
</tr>
</tbody>
</table>

Converting \( C \) to \( C' \) and then to CNF is the same process as with the multiplicative-complexity decision problem. Note that the constraint equations on \( a_i \) and \( b_j \) do not have to be duplicated \( 2^n \) times for \( C' \), as they are not renumbered. This saves a lot of redundant clauses.
3.3. Optimizing S-box Implementations using SAT Solvers

Results. As the amount of CNF clauses that is necessary to describe the bitslice-gate-complexity decision problem becomes much larger compared to the multiplicative-complexity decision problem, it can take much more time for a SAT solver to actually solve a problem instance. Still, for some 4-bit and 5-bit S-boxes results can be obtained within minutes or within a few hours. Table 3.3 contains some examples. If a bitslice gate complexity is listed as \( \leq k \), a solution was found for \( k \), but we were unable to prove that this is the minimum because the SAT solver did not terminate within a reasonable amount of time for \( k - 1 \). Similarly, in some cases a lower bound was found because the SAT solver was able to determine that no circuit exists with that numbers of gates. The actual implementations with the given number of operations can be found in the original publication [Sto16b].

Table 3.3: Bitslice gate complexity of S-boxes.

<table>
<thead>
<tr>
<th>S-box</th>
<th>Size</th>
<th>Bitslice gate complexity</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keccak/Ketje/Keyak</td>
<td>5</td>
<td>( \leq 13 )</td>
<td>3 AND, 2 OR, 5 XOR, 3 NOT</td>
</tr>
<tr>
<td>Joltik/Piccolo</td>
<td>4</td>
<td>10</td>
<td>1 AND, 3 OR, 4 XOR, 2 NOT</td>
</tr>
<tr>
<td>Joltik(^{-1})/Piccolo(^{-1})</td>
<td>4</td>
<td>10</td>
<td>1 AND, 3 OR, 4 XOR, 2 NOT</td>
</tr>
<tr>
<td>LAC</td>
<td>4</td>
<td>11</td>
<td>2 AND, 2 OR, 6 XOR, 1 NOT</td>
</tr>
<tr>
<td>Minalpher</td>
<td>4</td>
<td>( \geq 11 )</td>
<td></td>
</tr>
<tr>
<td>Prøst</td>
<td>4</td>
<td>8</td>
<td>4 AND, 4 XOR</td>
</tr>
<tr>
<td>RECTANGLE</td>
<td>4</td>
<td>( \in {10, 11, 12} )</td>
<td>4 OR, 7 XOR, 1 NOT</td>
</tr>
<tr>
<td>RECTANGLE(^{-1})</td>
<td>4</td>
<td>( \in {11, 12} )</td>
<td>1 AND, 3 OR, 7 XOR, 1 NOT</td>
</tr>
</tbody>
</table>

For Prøst, it is interesting to note that the SAT solvers are able to find the same implementations as its authors already suggested. We have proven that their bitsliced implementation is indeed minimal.
3.3.4 Optimizing for Gate Complexity

A method to encode the gate-complexity decision problem was also provided by Courtois, Mourouzis, and Hulme [CMH13; Mou15], but again, actual results were only given for the CTC2 toy cipher. We show that it is feasible to compute the gate complexity for real-world 4-bit S-boxes as well.

The encoding is very similar to the bitslice-gate-complexity decision problem. The first set of equations $C$ in ANF only differs in two places:

- Instead of the previous rule for $t_i$, the gates are encoded differently:
  \[ t_i = b_{3i} \cdot q_{2i} \cdot q_{2i+1} + b_{3i+1} \cdot q_{2i} + b_{3i+1} \cdot q_{2i+1} + b_{3i+2}, \]
  to encode the $k$ gates. The $b_i$ determine what kind of gate this will represent, as can be seen in Table 3.4.

- The additional constraints on the $b_i$ are completely omitted.

Converting $C$ to $C'$ and then to CNF is similar to the previous optimization goals.

<table>
<thead>
<tr>
<th>$b_{3i}b_{3i+1}b_{3i+2}$</th>
<th>Gate $t_i$ function</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>0</td>
</tr>
<tr>
<td>001</td>
<td>1</td>
</tr>
<tr>
<td>010</td>
<td>$q_{2i} \oplus q_{2i+1}$</td>
</tr>
<tr>
<td>011</td>
<td>$q_{2i} \leftrightarrow q_{2i+1}$</td>
</tr>
<tr>
<td>100</td>
<td>$q_{2i} \land q_{2i+1}$</td>
</tr>
<tr>
<td>101</td>
<td>$q_{2i} \rightarrow q_{2i+1}$</td>
</tr>
<tr>
<td>110</td>
<td>$q_{2i} \lor q_{2i+1}$</td>
</tr>
<tr>
<td>111</td>
<td>$q_{2i} \downarrow q_{2i+1}$</td>
</tr>
</tbody>
</table>
3.3. Optimizing S-box Implementations using SAT Solvers

Results. Our results on real-world 4-bit S-boxes are summarized in Table 3.5. The full implementations can be found in the original publication [Sto16b]. For the studied 5-bit S-boxes we did not manage to retrieve results. Note that all types of logic gates are considered equally expensive. There is no type of gate that is preferred over the other, because information such as differences in area consumption or time delay are not taken into account. The implementations found by the SAT solver should therefore not be used directly for hardware implementations. However, they serve as an optimal starting point from where to swap “expensive” gates for cheaper ones, depending on the specific technology that is to be used. For example, the designers of Piccolo suggested a hardware implementation [SIH+11] of their S-box that may or may not be more efficient than the implementation given here, depending on the specific technology.

Table 3.5: Gate complexity of 4-bit S-boxes.

<table>
<thead>
<tr>
<th>S-box</th>
<th>Gate complexity</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joltik/Piccolo</td>
<td>8</td>
<td>2 OR, 1 XOR, 2 NOR, 3 XNOR</td>
</tr>
<tr>
<td>Joltik⁻¹ /Piccolo⁻¹</td>
<td>8</td>
<td>2 OR, 1 XOR, 2 NOR, 3 XNOR</td>
</tr>
<tr>
<td>LAC</td>
<td>10</td>
<td>1 AND, 3 OR, 2 XOR, 4 XNOR</td>
</tr>
<tr>
<td>Prost</td>
<td>8</td>
<td>4 AND, 4 XOR</td>
</tr>
<tr>
<td>RECTANGLE</td>
<td>∈ {10, 11}</td>
<td>1 AND, 1 OR, 6 XOR, 1 NAND, 1 NOR, 1 XNOR</td>
</tr>
<tr>
<td>RECTANGLE⁻¹</td>
<td>∈ {10, 11}</td>
<td>1 AND, 1 OR, 2 XOR, 1 NAND, 1 NOR, 5 XNOR</td>
</tr>
</tbody>
</table>

3.3.5 Optimizing for Depth Complexity

There are many situations in high-speed hardware implementations where the implementer wants to keep the depth of the circuit as low as possible, in order to be able to increase the clock frequency, without having to use significantly more gates. We provide a novel method to find low-depth implementations of
small functions such as S-boxes using SAT solvers. This method is inspired by the encoding of the gate-complexity decision problem, but modified in some important ways.

In the encoding of the gate-complexity decision problem, we expressed that every gate can use the S-box input and the outputs of previous gates as its input. The key idea here is to divide the circuit into depth layers and to encode the notion that a gate can only use the S-box input and the output of gates in the previous layers as its input. This is made more precise later.

First we note that it is useful to limit the potential increase in the number of gates when reducing the depth of a circuit, to simplify the encoding and to limit the search space. We introduce a fixed maximum layer width \( w \) to address this, so we allow at most \( w \) gates to be executed in parallel. For some function \( f \), we want to be able to answer questions such as: “is there a circuit implementing \( f \) with depth \( k \) and with at most \( w \) gates on each depth layer?”.

Using this fixed maximum layer width, we make our encoding method more precise by once more creating a set \( C \) of multivariate equations over \( \mathbb{F}_2 \) in ANF that consists of:

- \( \forall i \in \{0, \ldots, kw-1\}: t_i = b_{3i} \cdot q_{2i} \cdot q_{2i+1} + b_{3i+1} \cdot q_{2i} + b_{3i+1} \cdot q_{2i+1} + b_{3i+2} \), to encode the \( kw \) gates. The \( b_i \) determine what kind of gate this will represent, as can be seen in Table 3.4.

- \( \forall i \in \{0, \ldots, 2kw-1\}: q_i = \left( \sum_{j=0}^{n-1} a_{l+j} \cdot x_j \right) + \left( \sum_{j=0}^{v-1} a_{l+n+j} \cdot t_j \right) \), where \( v = \left\lfloor \frac{i}{2w} \right\rfloor \) and \( l = in + v(i-v-w) \), to encode that the inputs of the gates can be any S-box input bit or any previously computed bit.

- \( \forall i \in \{0, \ldots, 2kw-1\}, \forall j \in \{l, \ldots, l+n+v-2\}, \forall u \in \{j+1, \ldots, l+n+v-1\} \): \( 0 = a_j \cdot a_u \), to encode an at-most-one constraint on the gate inputs.

- \( \forall i \in \{0, \ldots, m-1\}: y_i = \left( \sum_{j=0}^{n-1} a_{s+j} \cdot x_j \right) + \left( \sum_{j=0}^{kw-1} a_{s+n+j} \cdot t_j \right) \), where \( s = kw(2n + kw - w) + i(n + kw) \), to encode that the S-box output bit can be any S-box input bit or any gate output.
3.3. Optimizing S-box Implementations using SAT Solvers

- \( \forall i \in \{0, \ldots, m-1\}, \forall j \in \{s, \ldots, s+n+kw-2\}, \forall u \in \{j+1, \ldots, s+n+kw-1\} \):
  \[ 0 = a_j \cdot a_u, \] to encode an at-most-one constraint on the S-box outputs.

Converting \( C \) to \( C' \) and subsequently expressing this in CNF is again the same process as before.

**Results.** Using our method, we are able to find low-depth implementations for our 4-bit S-boxes. The results are summarized in Table 3.6 and the corresponding implementations can be found in the original publication [Sto16b]. The last column in Table 3.6 lists scenarios that yield UNSAT, to show boundaries on what is possible. The trade-off between circuit depth and the number of gates is made here in such a way that reducing the depth by 1 would imply the implementation to have at least twice as many gates as is required by the gate complexity.

**Table 3.6:** Depth complexity of 4-bit S-boxes.

<table>
<thead>
<tr>
<th>S-box</th>
<th>( k )</th>
<th>( w )</th>
<th>Implementation</th>
<th>UNSAT boundaries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joltik/Piccolo</td>
<td>4</td>
<td>2</td>
<td>2 OR, 1 XOR, 2 NOR, 3 XNOR</td>
<td>( k = 4, w = 1 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( k = 3, w = 10 )</td>
</tr>
<tr>
<td>Joltik(^{-1})/Piccolo(^{-1})</td>
<td>4</td>
<td>3</td>
<td>3 OR, 5 XOR, 1 NOR, 3 XNOR</td>
<td>( k = 4, w = 2 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( k = 3, w = 10 )</td>
</tr>
<tr>
<td>LAC</td>
<td>3</td>
<td>6</td>
<td>3 OR, 4 XOR, 4 NAND, 4 XNOR</td>
<td>( k = 3, w = 4 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( k = 2, w = 10 )</td>
</tr>
<tr>
<td>Prøst</td>
<td>4</td>
<td>3</td>
<td>4 AND, 1 OR, 4 XOR, 1 NAND, 1 XNOR</td>
<td>( k = 4, w = 2 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( k = 3, w = 10 )</td>
</tr>
<tr>
<td>RECTANGLE</td>
<td>3</td>
<td>6</td>
<td>1 OR, 8 XOR, 3 NAND, 2 NOR, 2 XNOR</td>
<td>( k = 3, w = 4 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( k = 2, w = 10 )</td>
</tr>
<tr>
<td>RECTANGLE(^{-1})</td>
<td>3</td>
<td>6</td>
<td>2 AND, 3 OR, 5 XOR, 1 NAND, 1 NOR, 3 XNOR</td>
<td>( k = 3, w = 4 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( k = 2, w = 10 )</td>
</tr>
</tbody>
</table>
3.4 Combining Criteria: Optimizing the PRIMATEs S-box

So far, we have seen how to optimize for one specific goal. However, a result that is optimized for multiplicative complexity may contain more XOR gates than is desired, and a result that is optimized for gate complexity may contain more nonlinear gates than is desired for a masked implementation. Here we show how multiple optimization goals can be combined by looking at the 5-bit PRIMATEs S-box. We first optimize for multiplicative complexity to have a minimal number of nonlinear gates, and subsequently we minimize the number of linear gates. The result is an implementation that has 4 AND, 3 OR, 31 XOR, and 5 NOT gates.

Listing 3.1: PRIMATEs S-box after optimizing for multiplicative complexity.

\[
\begin{align*}
q_0 &= x_0 \oplus x_3 & q_9 &= x_2 \oplus t_0 \oplus t_3 \\
q_1 &= x_1 & t_4 &= q_8 \land q_9 \\
t_0 &= q_0 \lor q_1 & q_{10} &= x_0 \oplus x_3 \oplus x_4 \\
q_2 &= \neg(x_1 \oplus x_3) & q_{11} &= \neg(x_0 \oplus x_4) \\
q_3 &= x_0 \oplus x_2 & t_5 &= q_{10} \lor q_{11} \\
t_1 &= q_2 \land q_3 & q_{12} &= \neg(x_1 \oplus x_2 \oplus t_0 \oplus t_2 \oplus t_3 \oplus t_4) \\
q_4 &= x_0 \oplus x_1 \oplus x_4 & q_{13} &= x_2 \oplus x_3 \\
q_5 &= x_0 \oplus x_2 \oplus x_3 & t_6 &= q_{12} \land q_{13} \\
t_2 &= q_4 \land q_5 & y_0 &= x_1 \oplus x_3 \oplus t_2 \oplus t_3 \oplus t_5 \oplus t_6 \\
q_6 &= \neg(x_0 \oplus x_2 \oplus x_3 \oplus x_4) & y_1 &= x_0 \oplus x_4 \oplus t_1 \oplus t_2 \oplus t_3 \oplus t_4 \oplus t_5 \oplus t_6 \\
q_7 &= x_1 \oplus x_2 \oplus x_4 & y_2 &= x_1 \oplus x_2 \oplus x_4 \oplus t_1 \oplus t_3 \oplus t_4 \oplus t_5 \\
t_3 &= q_6 \lor q_7 & y_3 &= x_0 \oplus x_2 \oplus x_3 \oplus x_4 \oplus t_3 \oplus t_4 \oplus t_5 \oplus t_6 \\
q_8 &= x_0 \oplus x_1 \oplus x_2 \oplus x_3 \oplus x_4 & y_4 &= \neg(x_2 \oplus t_0 \oplus t_2 \oplus t_3 \oplus t_4 \oplus t_5 \oplus t_6)
\end{align*}
\]
3.4. Combining Criteria: Optimizing the PRIMATEs S-box

When the optimization method for multiplicative complexity is applied, we find a solution with multiplicative complexity 7 as shown in listing 3.1. It is not hard to see that there are a lot of redundant XOR operations in this implementation. We distinguish between XOR operations before the nonlinear gates (on $x_i$) and XOR operations after the nonlinear gates (on $t_i$). It is possible to view them as two straight-line linear programs, where the first describes the linear part of the S-box approached from the input and the second describes the linear part approached from the S-box output.

The problem of finding the shortest linear program $Ax$ can be given by $x = (x_0, x_1, x_2, x_3, x_4)^T$ and

\[
q_0 \begin{pmatrix} 1 & 0 & 0 & 1 & 0 \end{pmatrix} \\
q_1 \begin{pmatrix} 0 & 1 & 0 & 0 & 0 \end{pmatrix} \\
q_2 \begin{pmatrix} 0 & 1 & 0 & 1 & 0 \end{pmatrix} \\
q_3 \begin{pmatrix} 1 & 0 & 1 & 0 & 0 \end{pmatrix} \\
q_4 \begin{pmatrix} 1 & 1 & 0 & 0 & 1 \end{pmatrix} \\
q_5 \begin{pmatrix} 1 & 0 & 1 & 1 & 0 \end{pmatrix} \\
q_6 \begin{pmatrix} 1 & 0 & 1 & 1 & 1 \end{pmatrix} \\
q_7 \begin{pmatrix} 0 & 1 & 1 & 0 & 1 \end{pmatrix} \\
q_8 \begin{pmatrix} 1 & 1 & 1 & 1 & 1 \end{pmatrix} \\
q_9 \begin{pmatrix} 0 & 0 & 1 & 0 & 0 \end{pmatrix} \\
q_{10} \begin{pmatrix} 1 & 0 & 0 & 1 & 1 \end{pmatrix} \\
q_{11} \begin{pmatrix} 1 & 0 & 0 & 0 & 1 \end{pmatrix} \\
q_{12} \begin{pmatrix} 0 & 1 & 1 & 0 & 0 \end{pmatrix} \\
q_{13} \begin{pmatrix} 0 & 0 & 1 & 1 & 0 \end{pmatrix} \\
y_0 \begin{pmatrix} 0 & 1 & 0 & 1 & 0 \end{pmatrix} \\
y_1 \begin{pmatrix} 1 & 0 & 0 & 0 & 1 \end{pmatrix} \\
y_2 \begin{pmatrix} 0 & 1 & 1 & 0 & 1 \end{pmatrix} \\
y_3 \begin{pmatrix} 1 & 0 & 1 & 1 & 1 \end{pmatrix} \\
y_4 \begin{pmatrix} 0 & 0 & 1 & 0 & 0 \end{pmatrix}
\]

\[
A = \begin{pmatrix}
q_0 & 1 & 0 & 0 & 1 & 0 \\
q_1 & 0 & 1 & 0 & 0 & 0 \\
q_2 & 0 & 1 & 0 & 1 & 0 \\
q_3 & 1 & 0 & 1 & 0 & 0 \\
q_4 & 1 & 1 & 0 & 0 & 1 \\
q_5 & 1 & 0 & 1 & 1 & 0 \\
q_6 & 1 & 0 & 1 & 1 & 1 \\
q_7 & 0 & 1 & 1 & 0 & 1 \\
q_8 & 1 & 1 & 1 & 1 & 1 \\
q_9 & 0 & 0 & 1 & 0 & 0 \\
q_{10} & 1 & 0 & 0 & 1 & 1 \\
q_{11} & 1 & 0 & 0 & 0 & 1 \\
q_{12} & 0 & 1 & 1 & 0 & 0 \\
q_{13} & 0 & 0 & 1 & 1 & 0 \\
y_0 & 0 & 1 & 0 & 1 & 0 \\
y_1 & 1 & 0 & 0 & 0 & 1 \\
y_2 & 0 & 1 & 1 & 0 & 1 \\
y_3 & 1 & 0 & 1 & 1 & 1 \\
y_4 & 0 & 0 & 1 & 0 & 0
\end{pmatrix}
\]
Chapter 3. S-boxes

The shortest linear straight-line program problem $A'x'$ can be given by

$$x' = (t_0, t_1, t_2, t_3, t_4, t_5, t_6)^T$$

and

$$A' = \begin{pmatrix} q_9 \\ q_{12} \\ y_0 \\ y_1 \\ y_2 \\ y_3 \\ y_4 \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 1 & 0 & 0 & 0 \\ 1 & 0 & 1 & 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 & 0 & 1 & 1 \\ 0 & 1 & 1 & 1 & 1 & 1 & 1 \\ 0 & 1 & 0 & 1 & 1 & 1 & 0 \\ 0 & 0 & 0 & 1 & 1 & 1 & 1 \\ 1 & 0 & 1 & 1 & 1 & 1 & 1 \end{pmatrix}.$$ 

We are able to find a minimal straight-line program computing $A'x'$ using SAT solvers. We use the method suggested by Fuhs and Schneider-Kamp [FS10] to encode the SLP problem as a SAT instance in CNF. This yields a result that is incorporated in our implementation of the PRIMATEs S-box. Finding a minimal straight-line program computing $Ax$ turned out to be infeasible using SAT solvers within a reasonable amount of time. Therefore, we apply the heuristic approach as suggested by Boyar and Peralta [BP10]. This does provide us with a short straight-line program. We combine both results and amend the original PRIMATEs S-box implementation to get a more efficient implementation. We are able to decrease the previous result of 58 XOR gates to only 31 XOR gates, as shown in listing 3.2, where $z_i$ represent helper variables.

Tools. We provide tools to generate $C'$ in ANF for all discussed optimization goals and to convert a SAT solver solution back to an S-box implementation. We place those tools into the public domain. They and additional documentation are available online at https://github.com/Ko-/sboxoptimization.
3.5 Conclusion

**Listing 3.2: PRIMATEs S-box with 31 XOR gates.**

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_0 = x_0 \oplus x_4$</td>
<td>$q_7 = x_4 \oplus z_1$</td>
<td>$z_5 = t_2 \oplus z_4$</td>
</tr>
<tr>
<td>$z_1 = x_1 \oplus x_2$</td>
<td>$t_3 = q_6 \lor q_7$</td>
<td>$z_6 = t_1 \oplus t_6$</td>
</tr>
<tr>
<td>$z_2 = x_2 \oplus x_3$</td>
<td>$q_8 = q_4 \oplus z_2$</td>
<td>$z_7 = t_4 \oplus z_5$</td>
</tr>
<tr>
<td>$q_0 = x_0 \oplus x_3$</td>
<td>$z_9 = t_0 \oplus t_3$</td>
<td>$z_8 = t_1 \oplus z_7$</td>
</tr>
<tr>
<td>$t_0 = q_0 \lor x_1$</td>
<td>$q_9 = x_2 \oplus z_9$</td>
<td>$z_{10} = t_0 \oplus z_7$</td>
</tr>
<tr>
<td>$q_2 = x_1 \oplus x_3$</td>
<td>$t_4 = q_8 \land q_9$</td>
<td>$z_{11} = t_4 \oplus z_4$</td>
</tr>
<tr>
<td>$q_3 = \neg(x_0 \oplus x_2)$</td>
<td>$q_{10} = \neg(x_3 \oplus z_0)$</td>
<td>$z_{12} = z_6 \oplus z_{11}$</td>
</tr>
<tr>
<td>$t_1 = q_2 \lor q_3$</td>
<td>$t_5 = q_{10} \land z_0$</td>
<td>$y_0 = \neg(q_2 \oplus z_5)$</td>
</tr>
<tr>
<td>$q_4 = x_1 \oplus z_0$</td>
<td>$q_{12} = \neg(z_1 \oplus z_9 \oplus t_2 \oplus t_4)$</td>
<td>$y_1 = z_0 \oplus z_8$</td>
</tr>
<tr>
<td>$q_5 = x_0 \oplus z_2$</td>
<td>$t_6 = q_{12} \land z_2$</td>
<td>$y_2 = q_7 \oplus z_{12}$</td>
</tr>
<tr>
<td>$t_2 = q_4 \land q_5$</td>
<td>$z_3 = t_5 \oplus t_6$</td>
<td>$y_3 = q_6 \oplus z_{11}$</td>
</tr>
<tr>
<td>$q_6 = \neg(x_4 \oplus q_5)$</td>
<td>$z_4 = t_3 \oplus z_3$</td>
<td>$y_4 = x_2 \oplus z_{10}$</td>
</tr>
</tbody>
</table>

3.5 Conclusion

SAT solvers can be used to find minimal implementations for small functions such as S-boxes with respect to criteria as the multiplicative complexity, bitslice gate complexity, gate complexity, and circuit-depth complexity. We have shown how this can be done and how multiple criteria can be combined. However, for 8-bit S-boxes and larger functions these methods quickly become infeasible. One will then have to resort to approaches based on heuristics.
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MDS Matrices

As a second cryptographic building block, we consider maximum-distance separable (MDS) matrices, which are commonly chosen as linear mixing layer in round functions of iterated permutations and ciphers. This chapter argues that researchers should focus on global optimization instead of local optimization and applies existing techniques from a different line of research to achieve lower XOR counts. The original publication [KLSW17] contained a few wrong numbers that were later discovered and corrected by co-authors Thorsten Kranz and Friedrich Wiemer. Another wrong number for Toeplitz matrices caused by a typo in code was pointed out by Mohsen Mousavi. In this chapter those mistakes have been fixed. Another modification compared to the original publication is that the appendix has become a regular section.

4.1 Introduction

Lightweight cryptography has been a major trend in symmetric cryptography for the last years. While it is not always exactly clear what lightweight cryptography actually is, the main goal can be summarized as very efficient cryptography. Here, the meaning of efficiency ranges from small chip size to low latency and low energy.

As part of this line of work, several researchers started to optimize the construction of many parts of block ciphers, with a special focus on the linear layers more recently and even more specifically the implementation of MDS matrices. That is, linear layers with an optimal branch number.

The first line of work focused solely on minimizing the chip area of the implementation. This started with the block cipher PRESENT [BKL+07] and goes over to many more designs, such as LED [GPPR11] and the hash function
PHOTON [GPP11], where in the latter MDS matrices were constructed that are especially optimized for chip area by allowing a serialized implementation. However, there seem to be only a few practical applications where a small chip area is the only optimization goal and for those applications very good solutions are already available by now.

Later, starting with FOAM [KPPY14], researchers focused on round-based implementations with the goal of finding MDS constructions that minimize the number of XOR operations needed for their implementation. Initially, the number of XOR operations needed was bounded by the number of ones in the binary representation of the matrix.

However, as the number of ones only gives an upper bound on the number of required XORs, several papers started to deviate from this conceptually easier but less accurate definition of XOR count and started to consider more efficient ways of implementing MDS matrices. Considering an $n \times n$ MDS matrix over a finite field $\mathbb{F}_2^k$ given as $M = (m_{i,j})$ the aim was to choose the elements $m_{i,j}$ in such a way that implementing all of the multiplications $x \mapsto m_{i,j}x$ in parallel becomes as cheap as possible. In order to compute the matrix $M$ entirely, those partial results have to be added together, for which an additional amount of XORs is required. It became common to denote the former cost as the overhead and the later cost, i.e., the cost of combining the partial results as a fixed, incompressible part. A whole series of papers [BKL16; JPST17; LS16; LW16; LW17; SKOP15; SS16a; SS16b; SS17; ZWS17] managed to reduce the overhead.

From a different viewpoint, what happened was that parts of the matrix, namely the cost of multiplication with the $m_{i,j}$, were extensively optimized, while taking the overall part of combining the parts as a given. That is, researchers have focused on local optimization instead of global optimization.

Indeed the task of globally optimizing is far from trivial, and thus the local optimization is a good step forward.

Interestingly, trying to lower the cost of implementing the multiplication with a relatively large, e.g., $32 \times 32$ binary matrix, is another extensively studied
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line of research. It is known that the problem is NP-hard [BMP08; BMP13] and thus quickly renders infeasible for increasing matrix dimension. However, a number of heuristic algorithms for finding the shortest linear straight-line program, which exactly corresponds to minimizing the number of XORs, have been proposed in the literature [BFP19; BMP08; BMP13; BP10; FS10; FS12; Paa97; VSP17]. Those algorithms produce competitive results with a reasonable running time for arbitrary binary matrices of dimension up to at least 32.

Thus, the natural next step in order to optimize the cost of implementing MDS matrices is to combine those two approaches. This is exactly what we are doing in our work. Our contribution, which we achieve by applying the heuristic algorithms to find a short linear straight-line program to the case of MDS matrices, is threefold.

First, we use several well-locally-optimized MDS matrices from the literature and apply the known algorithms to all of them. This is conceptually easy, with the main problem being the implementation of those algorithms. In order to simplify this for follow-up works, we make our implementation publicly available.

This simple application immediately leads to significant improvements. For instance, we get an implementation of the AES MixColumn matrix that outperformed all implementations in the literature at the time of the original publication [KLSW17], i.e., we use 97 XORs while the best implementation before used 103 XORs [JMPS17]. This result has later been improved and the best result is currently at 92 XORs [Max19]. In the case of applying it to the other constructions, we often get an implementation using fewer XOR operations than what was considered fixed cost before. That is, when (artificially) computing it, the overhead would actually be negative. This confirms our intuition that the overhead was already very well optimized in previous work, such that now optimizing globally is much more meaningful.

Second, we took a closer look at how the previous constructions compare when being globally optimized. Interestingly, the previous best construction,
i.e., the MDS matrix with smallest overhead, was most of the time not the one with the fewest XORs. Thus, with respect to the global optimum, the natural question was, which known construction actually performs best. In order to analyze that, we performed extensive experimental computations to compare the distribution of the optimized implementation cost for the various constructions. The, somewhat disappointing, result is that all known constructions behave basically the same. The one remarkable exception is the subfield construction for MDS matrices, first introduced in Whirlwind [BNN+10].

Third, we looked at finding matrices that perform exceptionally well with respect to the global optimization, i.e., which can be implemented with an exceptionally low total number of XORs. Those results are summarized in Table 4.1. Compared to previously known matrices, ours improve on all – with the exception of one, where the best known matrix is the already published matrix from [SS16b].

Table 4.1: Best known MDS matrices. Matrices in the lower half are involutory.

<table>
<thead>
<tr>
<th>Type</th>
<th>Previously best known</th>
<th>New best known</th>
</tr>
</thead>
<tbody>
<tr>
<td>GL(4, (\mathbb{F}_2))^{4\times4}</td>
<td>58 [JPST17; SS16b]</td>
<td>36* Eq. (4.1) (Hadamard)</td>
</tr>
<tr>
<td>GL(8, (\mathbb{F}_2))^{4\times4}</td>
<td>106 [LW16]</td>
<td>72 Eq. (4.2) (Subfield)</td>
</tr>
<tr>
<td>(\mathbb{F}[x]/\theta x_{13})^{8\times8}</td>
<td>384 [SKOP15]</td>
<td>196† Eq. (4.3) (Cauchy)</td>
</tr>
<tr>
<td>GL(8, (\mathbb{F}_2))^{8\times8}</td>
<td>640 [LS16]</td>
<td>392 Eq. (4.4) (Subfield)</td>
</tr>
<tr>
<td>(\mathbb{F}[x]/\theta x_{13})^{4\times4}</td>
<td>63 [JPST17]</td>
<td>42* [SS16b]</td>
</tr>
<tr>
<td>GL(8, (\mathbb{F}_2))^{4\times4}</td>
<td>126 [JPST17]</td>
<td>84 Eq. (4.5) (Subfield)</td>
</tr>
<tr>
<td>(\mathbb{F}[x]/\theta x_{13})^{8\times8}</td>
<td>424 [SKOP15]</td>
<td>212† Eq. (4.6) (Vandermonde)</td>
</tr>
<tr>
<td>GL(8, (\mathbb{F}_2))^{8\times8}</td>
<td>736 [JPST17]</td>
<td>424 Eq. (4.7) (Subfield)</td>
</tr>
</tbody>
</table>

* Computed with heuristic from [BMP13].
† Computed with heuristic from [Paa97].
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Finally, we like to point out two restrictions of our approach. First, we do not try to minimize the amount of temporary registers needed for the implementation. Second, in line with all previous constructions, we do not minimize the circuit depth. The later restriction is out of scope of the current work but certainly an interesting task for the future.

All our implementations are publicly available on GitHub at https://github.com/rub-hgi/shorter_linear_slps_for_mds_matrices.

4.2 Preliminaries

Before getting into details about the XOR count and previous work, let us recall some basic notations on finite fields [LN97], their representations [War94], and on matrix constructions.

4.2.1 Basic Notations

\( \mathbb{F}_{2^k} \) is the finite field with 2\(^k\) elements, often also denoted as GF(2\(^k\)). Up to isomorphism, every field with 2\(^k\) elements is equal to the polynomial ring over \( \mathbb{F}_2 \) modulo an irreducible polynomial \( q \) of degree \( k \): \( \mathbb{F}_{2^k} \cong \mathbb{F}_2[x]/q \). In favor of a more compact notation, we stick to the common habit and write a polynomial as its coefficient vector interpreted as a hexadecimal number, i.e., \( x^4 + x + 1 \) corresponds to 0x13.

It is well known that we can represent the elements in a finite field with characteristic 2 as vectors with coefficients in \( \mathbb{F}_2 \). More precisely, there exists a vector-space isomorphism \( \Phi : \mathbb{F}_{2^k} \to \mathbb{F}_2^k \). Every multiplication by an element \( \alpha \in \mathbb{F}_{2^k} \) can then be described by a left-multiplication with a matrix \( T_\alpha \in \mathbb{F}_2^{k\times k} \) as shown in the following diagram.
Chapter 4. MDS Matrices

\[ T_\alpha \] is usually called the multiplication matrix of the element \( \alpha \). Given an \( n \times n \) matrix \( M = (\alpha_{i,j}) \) with \( \alpha_{i,j} \in \mathbb{F}_2^k \) for \( 1 \leq i, j \leq n \), we define \( \mathcal{B}(M) := (T_{\alpha_{i,j}}) \subseteq \text{GL}(k, \mathbb{F}_2)^{n \times n} \subseteq (\mathbb{F}_2^k)^{n \times n} \cong \mathbb{F}_2^{nk \times nk} \). Its corresponding binary \( nk \times nk \) matrix is called the binary representation. Here, \( \text{GL}(k, \mathbb{F}_2) \) denotes the general linear group, that is the group of invertible matrices over \( \mathbb{F}_2 \) of dimension \( k \times k \).

Given a matrix \( M \) and a vector \( u \), the Hamming weights \( \text{hw}(M) \) and \( \text{hw}(u) \) are defined as the number of nonzero entries in \( M \) and \( u \), respectively. In the case of a binary vector \( v \in \mathbb{F}_2^{nk} \), we define \( \text{hw}_k(v) := \text{hw}(v') \), where \( v' \in (\mathbb{F}_2^k)^n \) is the vector that has been constructed by partitioning \( v \) into groups of \( k \) bits. Furthermore, the branch number of a matrix \( M \) is defined as \( \text{bn}(M) := \min_{u \neq 0} \{ \text{hw}(u) + \text{hw}(Mu) \} \). For a binary matrix \( B \in \mathbb{F}_2^{nk \times nk} \), the branch number for \( k \)-bit words is defined as \( \text{bn}_k(B) := \min_{u \in \mathbb{F}_2^n \setminus \{0\}} \{ \text{hw}_k(u) + \text{hw}_k(Mu) \} \).

In the design of block ciphers, MDS matrices play an important role.

**Definition 1.** An \( n \times n \) matrix \( M \) is MDS if and only if \( \text{bn}(M) = n + 1 \).

It has been shown that a matrix is MDS if and only if all its square submatrices are invertible [MS77, page 321, Theorem 8]. MDS matrices do not exist for every choice of \( n, k \). The exact parameters for which MDS matrices do or do not exist are investigated in the context of the famous MDS conjecture which was initiated in [Seg55]. For binary matrices, we need to modify Definition 1.

**Definition 2.** A binary matrix \( B \in \mathbb{F}_2^{nk \times nk} \) is MDS for \( k \)-bit words if and only if \( \text{bn}_k(M) = n + 1 \).
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MDS matrices have a common application in linear layers of block ciphers, due to the wide-trail strategy proposed for AES, see [Dae95; DR02]. We typically deal with \( n \times n \) MDS matrices over \( \mathbb{F}_{2^k} \) respectively binary \( \mathbb{F}_{2^{nk}} \) matrices that are MDS for \( k \)-bit words where \( k \in \{4, 8\} \) is the size of the S-box. In either case, when we call a matrix MDS, the size of \( k \) will always be clear from the context when not explicitly mentioned.

It is easy to see that, if \( M \in \mathbb{F}_{2^k}^{n \times n} \) is MDS, then also \( B(M) \) is MDS for \( k \)-bit words. On the other hand, there might also exist binary MDS matrices for \( k \)-bit words that have no according representation over \( \mathbb{F}_{2^k} \).

Other, non-MDS matrices are also common in cipher designs. To name only a few examples: PRESENT’s permutation matrix [BKL+07], lightweight implementable matrices from PRINCE [BCG+12], or PRIDE [ADK+14], or the recently used almost-MDS matrices, e.g., in Midori [BBI+15], or QARMA [Ava17].

4.2.2 MDS Constructions

Cauchy and Vandermonde matrices are two famous constructions for building MDS matrices. They have the advantage of being provably MDS.

However, as known from the MDS conjecture, for some parameter choices, MDS matrices are unlikely to exist. E.g., we do not know how to construct MDS matrices over \( \mathbb{F}_{2^2} \) of dimension \( 4 \times 4 \).

**Definition 3** (Cauchy matrix). Given two disjoint sets of \( n \) elements of a field \( \mathbb{F}_{2^k}, A = \{a_1, \ldots, a_n\} \), and \( B = \{b_1, \ldots, b_n\} \) with \( a_i - b_j \neq 0 \). Then the following matrix is a Cauchy matrix.

\[
M = \text{cauchy}(a_1, \ldots, a_n, b_1, \ldots, b_n) := \begin{pmatrix}
\frac{1}{a_1-b_1} & \frac{1}{a_1-b_2} & \cdots & \frac{1}{a_1-b_n} \\
\frac{1}{a_2-b_1} & \frac{1}{a_2-b_2} & \cdots & \frac{1}{a_2-b_n} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{a_n-b_1} & \frac{1}{a_n-b_2} & \cdots & \frac{1}{a_n-b_n}
\end{pmatrix}
\]

Every Cauchy matrix is MDS, e.g., see [GR13, Lemma 1].
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**Definition 4** (Vandermonde matrix). Given an \( n \)-tuple \((a_1, \ldots, a_n)\) with \( a_i \in \mathbb{F}_{2^k} \). Then the following matrix is a Vandermonde matrix.

\[
M = \text{vandermonde}(a_1, \ldots, a_n) := \begin{pmatrix}
a_0^0 & a_1^0 & \cdots & a_1^{n-1} \\
a_0^1 & a_1^1 & \cdots & a_2^{n-1} \\
\vdots & \ddots & \ddots & \vdots \\
a_0^n & a_1^n & \cdots & a_n^{n-1}
\end{pmatrix}
\]

Given two Vandermonde matrices \( A \) and \( B \) with fully distinct \( a_i, b_j \), then the matrix \( AB^{-1} \) is MDS, see [LF04, Theorem 2]. Furthermore, if \( a_i = b_i + \Delta \) for all \( i \) and an arbitrary nonzero \( \Delta \), then the matrix \( AB^{-1} \) is also involutory [LF04; SDMO12].

**4.2.3 Specially Structured Matrix Constructions**

Other constructions, such as circulant, Hadamard, or Toeplitz, are not per se MDS, but they have the advantage that they greatly reduce the search space by restricting the number of submatrices that appear in the matrix. For circulant matrices, this was already noted by Daemen, Knudsen, and Rijmen [DKR97].

In order to generate a random MDS matrix with one of these constructions, we can choose random elements for the matrix and then check for the MDS condition. Because of many repeated submatrices, the probability to find an MDS matrix is much higher then for a fully random matrix.

**Definition 5** (Circulant matrices). A right circulant \( n \times n \) matrix is defined by the elements of its first row \( a_1, \ldots, a_n \) as

\[
M = \text{circ}_r(a_1, \ldots, a_n) := \begin{pmatrix}
a_1 & a_2 & \cdots & a_n \\
a_n & a_1 & \cdots & a_{n-1} \\
\vdots & \ddots & \ddots & \vdots \\
a_2 & \cdots & a_n & a_1
\end{pmatrix}.
\]
A left circulant $n \times n$ matrix is analogously defined as

$$M = \text{circ}_l(a_1, \ldots, a_n) := \begin{pmatrix} a_1 & a_2 & \cdots & a_n \\ a_2 & a_3 & \cdots & a_1 \\ \vdots & \ddots & \ddots & \vdots \\ a_n & a_1 & \cdots & a_{n-1} \end{pmatrix}.$$ 

While in the literature circulant matrices are almost always right circulant, left circulant matrices are equally fine for cryptographic applications. The often noted advantage of right circulant matrices, the ability to implement the multiplication serialized and with shifts in order to save XORs, of course also applies to left circulant matrices. Additionally, it is easy to see that $\text{bn}(\text{circ}_r(a_1, \ldots, a_n)) = \text{bn}(\text{circ}_l(a_1, \ldots, a_n))$, since the matrices only differ in a permutation of the rows. Thus, for cryptographic purposes, it does not matter if a matrix is right circulant or left circulant and we will therefore simply talk about circulant matrices in general. The common practice of restricting the matrix entries to elements from a finite field comes with the problem that circulant involutory MDS matrices over finite fields do not exist; see [JA09]. However, Li and Wang [LW16] showed that this can be avoided by taking the matrix elements from the general linear group.

**Definition 6** (Hadamard matrix). A (finite field) Hadamard matrix $M$ over $\mathbb{F}_2^k$ is of the form

$$M = \begin{pmatrix} M_1 & M_2 \\ M_2 & M_1 \end{pmatrix},$$

where $M_1$ and $M_2$ are either Hadamard matrices themselves or one-dimensional [Bea75].

The biggest advantage of Hadamard matrices is the possibility to construct involutory matrices. If we choose the elements of our matrix such that the first row sums to one, the resulting matrix is involutory; see [GR13].
Definition 7 (Toeplitz matrix). An $n \times n$ Toeplitz matrix $M$ is defined by the elements of its first row $a_1, \ldots, a_n$ and its first column $a_1, a_{n+1}, \ldots, a_{2n-1}$ as

$$M = \text{toep}(a_1, \ldots, a_n, a_{n+1}, \ldots, a_{2n-1}) := \begin{pmatrix}
a_1 & a_2 & \cdots & a_n \\
a_{n+1} & a_1 & \cdots & a_{n-1} \\
\vdots & \ddots & \ddots & \vdots \\
a_{2n-1} & a_{2n-2} & \cdots & a_1
\end{pmatrix},$$

that is, every element defines one minor diagonal of the matrix.

To the best of our knowledge, Sarkar and Syed [SS16b] were the first to scrutinize Toeplitz matrices in the context of XOR counts.

Finally, the subfield construction was first used to construct lightweight linear layers in the Whirlwind hash function [BNN+10, Section 2.2.2] and later used in [ADK+14; CYK+12; JPST17; KPPY14; SKOP15]. As its name suggests, the subfield construction was originally defined only for matrices over finite fields: a matrix with coefficients in $\mathbb{F}_{2^k}$ can be used to construct a matrix with coefficients in $\mathbb{F}_{2^{2k}}$. Here, we use the natural extension to binary matrices.

Definition 8 (Subfield matrix). Given an $n \times n$ matrix $M$ with entries $m_{i,j} \in \mathbb{F}^{k \times k}$. The subfield construction of $M$ is then an $n \times n$ matrix $M'$ with

$$M' = \text{subfield}(M) := \left( m'_{i,j} \right),$$

where each $m'_{i,j} = \begin{pmatrix} m_{i,j} & \mathbf{0} \\ \mathbf{0} & m_{i,j} \end{pmatrix} \in \mathbb{F}_2^{2k \times 2k}$.

This definition is straightforward to extend for more than one copy of the matrix $M$. The subfield construction has some very useful properties, see [BNN+10; JPST17; KPPY14; SKOP15].

Lemma 1. For the subfield construction, the following properties hold:

1. Let $M$ be a matrix that can be implemented with $m$ XORs. Then the matrix $M' = \text{subfield}(M)$ can be implemented with $2m$ XORs.
2. Let $M$ be an MDS matrix for $k$-bit words. Then $M' = \text{subfield}(M)$ is MDS for $2k$-bit words.

3. Let $M$ be an involutory matrix. Then $M' = \text{subfield}(M)$ is also involutory.

Proof:

(1) Due to the special structure of the subfield construction, we can split the multiplication by $M'$ into two multiplications by $M$, each on one half of the input bits. Hence, the XOR count doubles.

(2) We want to show that $\text{hw}_{2k}(u) + \text{hw}_{2k}(M'u) \geq n + 1$ for every nonzero $u$. We split $u$ into two parts $u_1$ and $u_2$, each containing alternating halves of the elements of $u$. As described in [KPPY14], the multiplication of $M'$ and $u$ is the same as the multiplication of the original matrix $M$ and each of the two $u_i$, if we combine the results according to our splitting. Let $t = \text{hw}_{2k}(u) > 0$. Then, we have $t \geq \text{hw}_k(u_1)$ and $t \geq \text{hw}_k(u_2)$. Without loss of generality, let $\text{hw}_k(u_1) > 0$. Since $M$ is MDS for $k$-bit words, we have $\text{hw}_k(Mu_1) \geq n - t + 1$ which directly leads to $\text{hw}_{2k}(M'u) \geq n - t + 1$.

(3) As in the above proof, this property is straightforward to see. We want to show that $M'M'u = u$ for any vector $u$. Again, we split $u$ into two parts, $u_1$ and $u_2$, each containing alternating halves of the elements of $u$. Now, we need to show that $MMu_i = u_i$. This trivially holds, as $M$ is involutory.

With respect to cryptographic designs, this means the following: assume we have a linear straight-line program with $m$ XORs for an (involutory) $n \times n$ MDS matrix and $k$-bit S-boxes. We can then easily construct a linear straight-line program with $2m$ XORs for an (involutory) $n \times n$ MDS matrix and $2k$-bit S-boxes.
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4.3 Related Work

In 2014, [KPPY14] introduced the notion of XOR count as a metric to compare the area-efficiency of matrix multiplications. Following that, there has been a lot of work [BKL16; JPST17; LS16; LW16; LW17; SKOP15; SS16a; SS16b; SS17; ZWS17] on finding MDS matrices that can be implemented with as few XOR gates as possible in the round-based scenario.

In an independent line of research, the problem of implementing binary matrix multiplications with as few XORs as possible was extensively studied [BFP19; BMP08; BMP13; BP10; FS10; FS12; Paa97; VSP17].

In this section, we depict these two fields of research and show how they can be combined.

4.3.1 Local Optimizations

Let us first recall the scenario. In a round-based implementation the matrix is implemented as a fully unrolled circuit. Thus, in the XOR count metric, the goal is to find a matrix that can be implemented with a circuit of as few (2-input) XOR gates as possible. Of course, the matrix has to fulfill some criteria, typically it is MDS. For finding matrices with a low XOR count, the question of how to create a circuit for a given matrix must be answered.

The usual way for finding an implementation of $n \times n$ matrices over $\mathbb{F}_2^k$ was introduced in [KPPY14]. As each of the $n$ output components of a matrix-vector multiplication is computed as a sum over $n$ products, the implementation is divided into two parts. First there are the single multiplications and then there is the addition of the products. As $\mathbb{F}_2^k \cong \mathbb{F}_2^k$, an addition of two elements from $\mathbb{F}_2^k$ requires $k$ XORs and thus adding up the products for all rows requires $n(n-1)k$ XORs in the case of an MDS matrix where every element is nonzero. If one implements the matrix like this, these $n(n-1)k$ XORs are a fixed part that cannot be changed. Accordingly, many papers [BKL16; JPST17; LS16; LW16;
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ZWS17 just state the number of XORs for the single field multiplications when presenting results. The other costs are regarded as inevitable. The goal then boils down to constructing matrices with elements for which multiplication can be implemented with few XORs. Thus, the original goal of finding a global implementation for the matrix is approached by locally looking at the single matrix elements.

To count the number of XORs for implementing a single multiplication with an element \( \alpha \in \mathbb{F}_{2^k} \), the multiplication matrix \( T_{\alpha} \in \mathbb{F}_2^{k \times k} \) is considered. Such a matrix can be implemented in a straightforward way with \( \text{hw}(T_{\alpha}) - k \) XORs by simply implementing every XOR of the output components. We call this the naive implementation of a matrix and when talking about the naive XOR count of a matrix, we mean the \( \text{hw}(T_{\alpha}) - k \) XORs required for the naive implementation. In [JPST17], this is called d-XOR. It is the easiest and most frequently used method of counting XORs. Of course, in the same way we can also count the XORs of other matrices over \( \mathbb{F}_2^{k \times k} \), i.e., also matrices that were not originally defined over finite fields.

For improving the XOR count of the single multiplications, two methods have been introduced. First, if the matrix is defined over some finite field, one can consider different field representations that lead to different multiplication matrices with potentially different Hamming weights, see [BKL16; SKOP15; SS16a]. Second, by reusing intermediate results, a \( k \times k \) binary matrix might be implemented with less than \( \text{hw}(M) - k \) XORs, see [BKL16; JPST17]. In [JPST17], this is called s-XOR. The according definitions from [JPST17] and [BKL16] require that all operations must be carried out on the input registers. That is, in contrast to the naive XOR count, no temporary registers are allowed. However, as we consider round-based hardware implementations, there is no need to avoid temporary registers since these are merely wires between gates.

Nowadays, the XOR count of implementations is mainly dominated by the \( n(n - 1)k \) XORs for putting together the locally optimized multiplications. Lastly, we seem to hit a threshold and new results often improve existing results only by
very few XORs. The next natural step is to shift the focus from local optimization of the single elements to the global optimization of the whole matrix. This was also formulated as future work in [JPST17]. As described in Section 4.2, we can use the binary representation to write an $n \times n$ matrix over $\mathbb{F}_2$ as a binary $nk \times nk$ matrix. First we note that the naive XOR count of the binary representation is exactly the naive XOR count of implementing each element multiplication and subsequently adding the results. However, if we consider the optimization technique of reusing intermediate results for the whole $nk \times nk$ matrix, there are many more degrees of freedom. For the MixColumn matrix there already exists some work that goes beyond local optimization. An implementation with 108 XORs has been presented in [BBR16a; BBR16b; SMTM01] and an implementation with 103 XORs in [JMPS17]. A first step to a global optimization algorithm was taken in [ZWZZ16]. However, their heuristic did not yield very good results and they finally had to go back to optimizing submatrices.

Interestingly, much better algorithms for exactly this problem are already known from a different line of research.

### 4.3.2 Global Optimizations

Implementing binary matrices with as few XOR operations as possible is also known as the problem of finding the shortest linear straight-line program [BMP13; FS10] over the finite field with two elements. Although this problem is NP-hard [BMP08; BMP13], attempts have been made to find exact solutions for the minimum number of XORs. Fuhs and Schneider-Kamp [FS10; FS12] suggested to reduce the problem to satisfiability of Boolean logic. They presented a general encoding scheme for deciding if a matrix can be implemented with a certain number of XORs. Now, for finding the optimal implementation, they repeatedly use SAT solvers for a decreasing number of XORs. Then, when they know that a matrix can be implemented with $\ell$ XORs, but cannot be implemented with $\ell - 1$ XORs, they are able to present $\ell$ as the optimal XOR count. They used this
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A technique to search for the minimum number of XORs necessary to compute a binary matrix of size $21 \times 8$, which is the first linear part of the AES S-box, when it is decomposed into two linear parts and a minimal nonlinear core. While it worked to find a solution with 23 XORs and to show that no solution with 20 XORs exists, it turned out to be infeasible to prove that a solution with 22 XORs does not exist and that 23 is therefore the minimum. In general, this approach quickly becomes infeasible for larger matrices. In Chapter 3 we applied it successfully to a small $7 \times 7$ matrix, but we did not manage to find a provably minimal solution with a specific matrix of size $19 \times 5$. However, there do exist heuristics to efficiently find short linear straight-line programs also for larger binary matrices.

Back in 1997, Paar [Paa97] studied how to optimize the arithmetic used by Reed-Solomon encoders. Essentially, this boils down to reducing the number of XORs that are necessary for a constant multiplier over the field $\mathbb{F}_{2^k}$. Paar described two algorithms that find a local optimum. Intuitively, the idea of the algorithms is to iteratively eliminate common subexpressions. Let $T_\alpha$ be the multiplication matrix, to be applied to a variable $x = (x_1, \ldots, x_k) \in \mathbb{F}_2^k$. The first algorithm for computing $T_\alpha x$, denoted Paar1 in the rest of this work, finds a pair $(i, j)$, with $i \neq j$, where the bitwise AND between columns $i$ and $j$ of $T_\alpha$ has the highest Hamming weight. In other words, it finds a pair $(x_i, x_j)$ that occurs most frequently as subexpression in the output bits of $T_\alpha x$. The XOR between those is then computed, and $M$ is updated accordingly, with $x_i + x_j$ as newly available variable. This is repeated until there are no common subexpressions left.

The second algorithm, denoted Paar2, is similar, but differs when multiple pairs are equally common. Instead of just taking the first pair, it recursively tries all of them. The algorithm is therefore much slower, but can yield slightly improved results. Compared to the naive XOR count, Paar noted an average reduction in the number of XORs by 17.5% for matrices over $\mathbb{F}_{2^4}$ and by 40% for matrices over $\mathbb{F}_{2^8}$.

In 2009, Bernstein [Ber09] presented an algorithm for efficiently implementing linear maps modulo 2. Based on this and on [Paa97], a new algorithm was
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presented in [BC14]. However, the algorithms from [BC14; Ber09] have a different framework in mind and yield a higher number of XORs compared to [Paa97].

Paar’s algorithms lead to so-called cancellation-free programs. This means that for every XOR operation $u + v$, none of the input bit variables $x_i$ occurs in both $u$ and $v$. Thus, the possibility that two variables cancel each other out is never taken into consideration, while this may in fact yield a more efficient solution in terms of the total number of XORs. In 2008, Boyar, Matthews, and Peralta [BMP08] showed that cancellation-free techniques can often not be expected to yield optimal solutions for nontrivial inputs. They also showed that, even under the restriction to cancellation-free programs, the problem of finding an optimal program is NP-complete.

Around 2010, Boyar and Peralta [BP10] came up with a heuristic that is not cancellation-free and that improved on Paar’s algorithms in most scenarios. Their idea was to keep track of a distance vector that contains, for each targeted expression of an output bit, the minimum number of additions of the already computed intermediate values that are necessary to obtain that target. To decide which values will be added, the pair that minimizes the sum of new distances is picked. If there is a tie, the pair that maximizes the Euclidean norm of the new distances is chosen. Additionally, if the addition of two values immediately leads to a targeted output, this can always be done without searching further. This algorithm works very well in practice, although it is slower compared to Paar1.

Next to using the Euclidean norm as tie breaker, they also experimented with alternative criteria. For example, choosing the pair that maximizes the Euclidean norm minus the largest distance, or choosing the pair that maximizes the Euclidean norm minus the difference between the two largest distances. The results were then actually very similar. Another tie-breaking method is to flip a coin and choose a pair randomly. The algorithm is now no longer deterministic and can be run multiple times. The lowest result can then be used. This performed slightly better, but of course processing again takes longer.
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The results of [BMP08] and [BP10] were later improved and published in [BMP13]. In early 2017, Visconti, Schiavo, and Peralta [VSP17] explored the special case where the binary matrix is dense. They improved the heuristic on average for dense matrices by first computing a common path, an intermediate value that contains most variables. The original algorithm is then run starting from this common path. At BFA 2017, Boyar, Find, and Peralta [BFP19] presented an improvement that simultaneously reduces the number of XORs and the depth of the resulting circuit. We refer to this family of heuristics [BFP19; BMP08; BMP13; BP10; VSP17] as the BP heuristics.

4.4 Results

Using the techniques described above, we now give optimized XOR counts and implementations of matrices described in the literature. After that, we analyze the statistical behavior of matrix constructions. Finally we summarize the to date best known matrices.

4.4.1 Improved Implementations of Matrices

Using the heuristic methods that are described in the previous section, we can easily and significantly reduce the XOR counts for many matrices that have been used in the literature. The running times for the optimizations are in the range of seconds to minutes. All corresponding implementations are available in the GitHub repository. Table 4.2 and Table 4.3 list results for matrices that have been suggested in previous works where it was an explicit goal to find a lightweight MDS matrix. While the constructions themselves will be compared in Section 4.4.2, this table deals with the suggested instances.
### Table 4.2: Comparison of $4 \times 4$ MDS matrices over $\text{GL}(4, \mathbb{F}_2)$ and $\text{GL}(8, \mathbb{F}_2)$.

<table>
<thead>
<tr>
<th>Matrix</th>
<th>Naive</th>
<th>Literature</th>
<th>PAAR1</th>
<th>PAAR2</th>
<th>BP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$4 \times 4$ matrices over $\text{GL}(4, \mathbb{F}_2)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[SKOP15] (Hadamard)</td>
<td>68</td>
<td>20 + 48</td>
<td>50</td>
<td>48</td>
<td>48</td>
</tr>
<tr>
<td>[LS16] (Circulant)</td>
<td>60</td>
<td>12 + 48</td>
<td>49</td>
<td>46</td>
<td>44</td>
</tr>
<tr>
<td>[LW16] (Circulant)$^*$</td>
<td>60</td>
<td>12 + 48</td>
<td>48</td>
<td>47</td>
<td>44</td>
</tr>
<tr>
<td>[BKL16] (Circulant)$^+$</td>
<td>64</td>
<td>12 + 48</td>
<td>48</td>
<td>47</td>
<td><strong>42</strong></td>
</tr>
<tr>
<td>[SS16b] (Toeplitz)</td>
<td>58</td>
<td><strong>10 + 48</strong></td>
<td>46</td>
<td>45</td>
<td>43</td>
</tr>
<tr>
<td>[JPST17]</td>
<td>61</td>
<td><strong>10 + 48</strong></td>
<td>48</td>
<td>47</td>
<td>43</td>
</tr>
<tr>
<td>[SKOP15] (Hadam., Invol.)</td>
<td>72</td>
<td>24 + 48</td>
<td>52</td>
<td>48</td>
<td>48</td>
</tr>
<tr>
<td>[LW16] (Hadam., Invol.)</td>
<td>72</td>
<td>24 + 48</td>
<td>51</td>
<td>48</td>
<td>48</td>
</tr>
<tr>
<td>[SS16b] (Involutory)</td>
<td>64</td>
<td>16 + 48</td>
<td>50</td>
<td>48</td>
<td><strong>42</strong></td>
</tr>
<tr>
<td>[JPST17] (Involutory)</td>
<td>68</td>
<td><strong>15 + 48</strong></td>
<td>51</td>
<td>47</td>
<td>47</td>
</tr>
<tr>
<td>$4 \times 4$ matrices over $\text{GL}(8, \mathbb{F}_2)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[SKOP15] (Subfield)</td>
<td>136</td>
<td>40 + 96</td>
<td>100</td>
<td>98</td>
<td>100</td>
</tr>
<tr>
<td>[LS16] (Circulant)</td>
<td>128</td>
<td>28 + 96$^+$</td>
<td>116</td>
<td>116</td>
<td>112</td>
</tr>
<tr>
<td>[LW16]</td>
<td>106</td>
<td><strong>10 + 96</strong></td>
<td>102</td>
<td>102</td>
<td>102</td>
</tr>
<tr>
<td>[BKL16] (Circulant)</td>
<td>136</td>
<td>24 + 96</td>
<td>116</td>
<td>112</td>
<td>110</td>
</tr>
<tr>
<td>[SS16b] (Toeplitz)</td>
<td>123</td>
<td>24 + 96$^+$</td>
<td>110</td>
<td>108</td>
<td>107</td>
</tr>
<tr>
<td>[JPST17] (Subfield)</td>
<td>122</td>
<td>20 + 96</td>
<td>96</td>
<td>95</td>
<td><strong>86</strong></td>
</tr>
<tr>
<td>[SKOP15] (Subf., Invol.)</td>
<td>144</td>
<td>40 + 96$^+$</td>
<td>104</td>
<td>101</td>
<td>100</td>
</tr>
<tr>
<td>[LW16] (Hadam., Invol.)</td>
<td>136</td>
<td>40 + 96</td>
<td>101</td>
<td>97</td>
<td><strong>91</strong></td>
</tr>
<tr>
<td>[LW16] (Circ., Invol.)</td>
<td>132</td>
<td>36 + 96</td>
<td>104</td>
<td>104</td>
<td>97</td>
</tr>
<tr>
<td>[SS16b] (Involutory)</td>
<td>160</td>
<td>64 + 96</td>
<td>110</td>
<td>109</td>
<td>100</td>
</tr>
<tr>
<td>[JPST17] (Subf., Invol.)</td>
<td>136</td>
<td><strong>30 + 96</strong></td>
<td>102</td>
<td>100</td>
<td><strong>91</strong></td>
</tr>
</tbody>
</table>

$^*$ We chose the matrix presented as an example in the paper.

$^+$ We chose the canonical candidate from its class of MDS matrices.

$^\dagger$ Reported by [JPST17].
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A number of issues arise that are worth highlighting. First of all, it should be noted that without any exception, the XOR count for every matrix could be reduced with little effort. Second, it turns out that there are many cases where the \( n(n - 1)k \) XORs for summing the products for all rows is not even a correct lower bound. In fact, all the \( 4 \times 4 \) matrices over \( \text{GL}(4, \mathbb{F}_2) \) that we studied can be implemented in at most 48 XORs.

What may be more interesting, is whether the XOR count as it was used previously is a good predictor for the actual implementation cost as given by the heuristic methods. Here we see some differences. For example, [LW16]'s circulant \( 4 \times 4 \) matrices over \( \text{GL}(8, \mathbb{F}_2) \) first compared very favorably, but we now find that the subfield matrix of [JPST17] requires fewer XORs.

Table 4.3: Comparison of \( 8 \times 8 \) MDS matrices over \( \text{GL}(4, \mathbb{F}_2) \) and \( \text{GL}(8, \mathbb{F}_2) \).

<table>
<thead>
<tr>
<th>Matrix</th>
<th>8 \times 8 matrices over ( \text{GL}(4, \mathbb{F}_2) )</th>
<th>8 \times 8 matrices over ( \text{GL}(8, \mathbb{F}_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>[SKOP15] (Hadamard)</td>
<td>432 ( \text{Naive} ) 160 + 224* 210 209 194</td>
<td>768 ( \text{Naive} ) 256 + 448* 474 — 467</td>
</tr>
<tr>
<td>[SS17] (Toeplitz)</td>
<td>394 ( \text{Naive} ) 170 + 224 205 205 201</td>
<td>688 ( \text{Naive} ) 192 + 448* 464 — 447</td>
</tr>
<tr>
<td>[SKOP15] (Hadam., Invol.)</td>
<td>512 ( \text{Naive} ) 200 + 224* 222 222 217</td>
<td>784 ( \text{Naive} ) 208 + 448* 506 — 498</td>
</tr>
<tr>
<td>[LS16] (Circulant)</td>
<td>688 ( \text{Naive} ) 192 + 448* 464 — 447</td>
<td>700 ( \text{Naive} ) 213 + 448 447 — 438</td>
</tr>
<tr>
<td>[BKL16] (Circulant)</td>
<td>784 208 + 448* 506 — 498</td>
<td></td>
</tr>
<tr>
<td>[SS17] (Toeplitz)</td>
<td>680 232 + 448 447 — 438</td>
<td></td>
</tr>
<tr>
<td>[SKOP15] (Hadam., Invol.)</td>
<td>816 320 + 448* 430 — 428</td>
<td></td>
</tr>
<tr>
<td>[JPST17] (Hadam., Invol.)</td>
<td>1152 ( \text{Naive} ) 288 + 448 620 — 599</td>
<td></td>
</tr>
</tbody>
</table>

* Reported by [JPST17].
Regarding involutory matrices, it was typically the case that there was an extra cost involved to meet this additional criterion. However, the heuristics sometimes find implementations with even fewer XORs than the non-involutory matrix that was suggested. See for example the matrices of [SS16b] in Table 4.2.

### Table 4.4: MDS matrices used in ciphers or hash functions.

<table>
<thead>
<tr>
<th>Cipher</th>
<th>Type</th>
<th>Naive</th>
<th>Literature</th>
<th>Paar1</th>
<th>Paar2</th>
<th>BP</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES [DR02]*</td>
<td>(F_2[x]/0x11b^{4\times4})</td>
<td>152</td>
<td>7 + 96†</td>
<td>108</td>
<td>108</td>
<td>97</td>
</tr>
<tr>
<td>ANUBIS [BR00a]</td>
<td>(F_2[x]/0x11d^{4\times4})</td>
<td>184</td>
<td>80 + 96†</td>
<td>121</td>
<td>121</td>
<td>106</td>
</tr>
<tr>
<td>CLEFIA M₀ [SSA+07]</td>
<td>(F_2[x]/0x11d^{4\times4})</td>
<td>184</td>
<td>80 + 96†</td>
<td>121</td>
<td>121</td>
<td>106</td>
</tr>
<tr>
<td>CLEFIA M₁ [SSA+07]</td>
<td>(F_2[x]/0x11d^{4\times4})</td>
<td>208</td>
<td>—</td>
<td>121</td>
<td>121</td>
<td>111</td>
</tr>
<tr>
<td>FOX mu4 [JV04]</td>
<td>(F_2[x]/0x11b^{4\times4})</td>
<td>219</td>
<td>—</td>
<td>144</td>
<td>143</td>
<td>137</td>
</tr>
<tr>
<td>Twofish [SKW+98]</td>
<td>(F_2[x]/0x169^{4\times4})</td>
<td>327</td>
<td>—</td>
<td>151</td>
<td>149</td>
<td>129</td>
</tr>
<tr>
<td>FOX mu8 [JV04]</td>
<td>(F_2[x]/0x11b^{8\times8})</td>
<td>1257</td>
<td>—</td>
<td>611</td>
<td>—</td>
<td>594</td>
</tr>
<tr>
<td>Grøstl [GKM+]</td>
<td>(F_2[x]/0x11b^{8\times8})</td>
<td>1112</td>
<td>504 + 448†</td>
<td>493</td>
<td>—</td>
<td>475</td>
</tr>
<tr>
<td>Khazad [BR00b]</td>
<td>(F_2[x]/0x11d^{8\times8})</td>
<td>1232</td>
<td>584 + 448†</td>
<td>488</td>
<td>—</td>
<td>507</td>
</tr>
<tr>
<td>Whirlpool [BR00c]§</td>
<td>(F_2[x]/0x11d^{8\times8})</td>
<td>840</td>
<td>304 + 448†</td>
<td>481</td>
<td>—</td>
<td>465</td>
</tr>
<tr>
<td>Joltik [JNP15]</td>
<td>(F_2[x]/0x13^{4\times4})</td>
<td>72</td>
<td>20 + 48†</td>
<td>52</td>
<td>48</td>
<td>48</td>
</tr>
<tr>
<td>Small scale AES [CMR05]</td>
<td>(F_2[x]/0x13^{4\times4})</td>
<td>72</td>
<td>—</td>
<td>54</td>
<td>54</td>
<td>47</td>
</tr>
<tr>
<td>Whirlwind M₀ [BNN+10]</td>
<td>(F_2[x]/0x13^{8\times8})</td>
<td>488</td>
<td>168 + 224†</td>
<td>218</td>
<td>218</td>
<td>212</td>
</tr>
<tr>
<td>Whirlwind M₁ [BNN+10]</td>
<td>(F_2[x]/0x13^{8\times8})</td>
<td>536</td>
<td>184 + 224†</td>
<td>246</td>
<td>244</td>
<td>235</td>
</tr>
</tbody>
</table>

* Also used in other primitives, e.g., its predecessor Square [DKR97] and MUGI [WFY+02].
† Reported by [JMPS17].
‡ Reported by [JPST17].
§ Also used in Maelstrom-0 [FBR06].
Aside from these matrices, we also looked at (MDS) matrices that are used by various ciphers and hash functions. Table 4.4 and Table 4.5 list their results. Not all MDS matrices that are used in ciphers are incorporated here. In particular, LED [GPPR11], PHOTON [GPP11], and PRIMATEs [ABB+14] use efficient serialized MDS matrices. Comparing these to our “unrolled” implementations would be somewhat unfair.

**Table 4.5:** Non-MDS matrices used in ciphers or hash functions.

<table>
<thead>
<tr>
<th>Cipher</th>
<th>Type</th>
<th>Size</th>
<th>Naive</th>
<th>Literature</th>
<th>Paar1</th>
<th>Paar2</th>
<th>BP</th>
</tr>
</thead>
<tbody>
<tr>
<td>QARMA-128 [Ava17]</td>
<td>$(\mathbb{F}_2[x]/\theta x101)^4\times4$</td>
<td>$4 \times 4$</td>
<td>64</td>
<td>—</td>
<td>48</td>
<td>48</td>
<td>48</td>
</tr>
<tr>
<td>ARIA [KKP+04]</td>
<td>$(\mathbb{F}_2)^{128\times128}$</td>
<td>$128 \times 128$</td>
<td>768</td>
<td>480*</td>
<td>416</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Midori [BBI+15]†</td>
<td>$(\mathbb{F}_2)^{4\times4}$</td>
<td>$4 \times 4$</td>
<td>32</td>
<td>—</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>PRINCE $M_0, M_1$ [BCG+12]</td>
<td>$(\mathbb{F}_2)^{16\times16}$</td>
<td>$16 \times 16$</td>
<td>32</td>
<td>—</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>PRIDE $L_0$–$L_3$ [ADK+14]</td>
<td>$(\mathbb{F}_2)^{16\times16}$</td>
<td>$16 \times 16$</td>
<td>32</td>
<td>—</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>QARMA-64 [Ava17]</td>
<td>$(\mathbb{F}_2[x]/\theta x11)^4\times4$</td>
<td>$4 \times 4$</td>
<td>32</td>
<td>—</td>
<td>24</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>SKINNY-64 [BJK+16]</td>
<td>$(\mathbb{F}_2)^{4\times4}$</td>
<td>$4 \times 4$</td>
<td>16</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
</tbody>
</table>

* Reported by [BCL+04].
† Also used in other ciphers, e.g., MANTIS [BJK+16] and Fides [BBK+13].

The implementation of the MDS matrix used in AES with 97 XORs is, to the best of our knowledge, the most efficient implementation so far and improves on the previous implementation of 103 XORs, reported by [JMPS17]. As a side note, cancellations do occur in this implementation, we thus conjecture that such a low XOR count is not possible with cancellation-free programs.

### 4.4.2 Statistical Analysis

Several constructions for building MDS matrices are known. However, it is not clear which one is the best when we want to construct matrices with a low XOR
count. In this section, we present experimental results on different constructions and draw conclusions for the designer. We also examine the correlation between naive and heuristically improved XOR counts. When designing MDS matrices with a low XOR count, we are faced with two major questions. First, which construction is preferable? Our intuition in this case is that a better construction has better statistical properties compared to an inferior construction. We are aware that the statistical behavior of a construction might not be very important for a designer who only looks for a single, very good instance. Nevertheless, we use this as a first benchmark. Second, is it a good approach to choose the matrices as sparse as possible? To compare the listed constructions, we construct random instances of each and then analyze them with statistical means.

Building Cauchy and Vandermonde matrices is straightforward as we only need to choose the defining elements randomly from the underlying field. For the other constructions, we use the following backtracking method to build random MDS constructions of dimension 4x4. Choose the new random elements from GL(k, F_2) that are needed for the matrix construction in a step-by-step manner. In each step, construct all new square submatrices. If any of these is not invertible, discard the chosen element and try a new one. In the case that no more elements are left, go one step back and replace that element with a new one, then again check the according square submatrices, and so on. Eventually, we end up with an MDS matrix because we iteratively checked that every square submatrix is invertible. The method is also trivially derandomizable, by not choosing the elements randomly, but simply enumerating them in any determined order.

Apart from applying this method to the above mentioned constructions, we can also use it to construct an arbitrary, i.e., unstructured, matrix that is simply defined by its 16 elements. This approach was already described in [JPST17].

In this manner, we generated 1000 matrices for each construction and computed the distributions for the naive XOR count, the optimized XOR count of Paar1, and BP. Table 4.6 lists the statistical parameters of the resulting
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distributions and Fig. 4.1 depicts them (the sample size \(N\) is the same for Table 4.6 and Figs. 4.1 through 4.5).

**Table 4.6:** Distributions for differently optimized XOR counts. By \(N\) we denote the sample size, \(\mu\) is the mean, and \(\sigma^2\) the variance.

<table>
<thead>
<tr>
<th>Construction</th>
<th>(N)</th>
<th>Naive (\mu)</th>
<th>Naive (\sigma^2)</th>
<th>Paar1 (\mu)</th>
<th>Paar1 (\sigma^2)</th>
<th>BP (\mu)</th>
<th>BP (\sigma^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>4 \times 4 matrices over (\text{GL}(4, \mathbb{F}_2))</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cauchy</td>
<td>1000</td>
<td>120.7</td>
<td>77.3</td>
<td>62.9</td>
<td>11.0</td>
<td>53.1</td>
<td>4.0</td>
</tr>
<tr>
<td>Circulant</td>
<td>1000</td>
<td>111.8</td>
<td>117.1</td>
<td>60.4</td>
<td>19.2</td>
<td>52.1</td>
<td>7.1</td>
</tr>
<tr>
<td>Hadamard</td>
<td>1000</td>
<td>117.5</td>
<td>99.6</td>
<td>60.2</td>
<td>17.8</td>
<td>52.4</td>
<td>6.9</td>
</tr>
<tr>
<td>Toeplitz</td>
<td>1000</td>
<td>112.8</td>
<td>39.9</td>
<td>59.9</td>
<td>7.4</td>
<td>51.3</td>
<td>3.9</td>
</tr>
<tr>
<td>Vandermonde</td>
<td>1000</td>
<td>120.6</td>
<td>87.6</td>
<td>62.2</td>
<td>8.1</td>
<td>52.9</td>
<td>3.1</td>
</tr>
<tr>
<td><strong>Enumerated 4 \times 4 matrices over (\text{GL}(4, \mathbb{F}_2))</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Circulant</td>
<td>1000</td>
<td>82.9</td>
<td>53.0</td>
<td>54.9</td>
<td>13.5</td>
<td>50.1</td>
<td>6.7</td>
</tr>
<tr>
<td>Hadamard</td>
<td>1000</td>
<td>102.1</td>
<td>76.0</td>
<td>56.7</td>
<td>20.6</td>
<td>50.6</td>
<td>8.0</td>
</tr>
<tr>
<td>Toeplitz</td>
<td>1000</td>
<td>86.1</td>
<td>43.9</td>
<td>55.3</td>
<td>8.3</td>
<td>49.4</td>
<td>3.9</td>
</tr>
<tr>
<td>Arbitrary</td>
<td>1000</td>
<td>80.5</td>
<td>8.3</td>
<td>49.7</td>
<td>3.2</td>
<td>44.5</td>
<td>1.8</td>
</tr>
<tr>
<td><strong>4 \times 4 matrices over (\text{GL}(8, \mathbb{F}_2))</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cauchy</td>
<td>1000</td>
<td>454.1</td>
<td>467.2</td>
<td>215.1</td>
<td>39.6</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Vandermonde</td>
<td>1000</td>
<td>487.3</td>
<td>597.4</td>
<td>220.2</td>
<td>44.3</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>4 \times 4 subfield matrices over (\text{GL}(4, \mathbb{F}_2))</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cauchy</td>
<td>1000</td>
<td>241.1</td>
<td>312.1</td>
<td>125.8</td>
<td>44.2</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Vandermonde</td>
<td>1000</td>
<td>240.6</td>
<td>452.8</td>
<td>121.8</td>
<td>47.1</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
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Figure 4.1: XOR count distributions for $4 \times 4$ MDS matrices over $\text{GL}(4, \mathbb{F}_2)$. 
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The most obvious characteristics of the statistical distributions are that the means $\mu$ do not differ much for all randomized constructions. The variances $\sigma^2$ on the contrary differ much more. This is most noticeable for the naive XOR count, while the differences get much smaller when the XOR count is optimized with the Paar1 or BP heuristic. One might think that the construction with the lowest optimized average XOR count, which is for matrices over $\text{GL}(4, \mathbb{F}_2)$ the arbitrary construction with enumerated elements, yields the best results. However, the best matrix we could find for these dimension was a Hadamard matrix. An explanation for this might be the higher variance that leads to some particularly bad and some particularly good results.

The graphs in Fig. 4.1 convey a similar hypothesis. Looking only at the naive XOR count, we can notice some differences. For example circulant matrices seem to give better results than, e.g., Hadamard matrices. Additionally, the naive XOR count increases step-wise as not every possible count occurs. However, the distributions get smoother and more similar when optimizing the XOR count.

We conclude that all constructions give similarly good matrices when we are searching for the matrix with the lowest XOR count, with one important exception. For randomly generated matrices the XOR count increases by a factor of four, if we double the parameter $k$. Table 4.6 covers this for Cauchy and Vandermonde matrices. We do not compute the statistical properties for Circulant, Hadamard, and Toeplitz matrices with elements of $\text{GL}(8, \mathbb{F}_2)$, as the probability to find a random MDS instance for these constructions is quite low. Thus, generating enough instances for a meaningful statistical comparison is computationally tough and – as we deduce from a much smaller sample size – the statistical behavior looks very similar to that of the Cauchy and Vandermonde matrices. Instead, as was already mentioned in Lemma 1, the subfield construction has a much more interesting behavior. It simply doubles the XOR count. The lower half of Table 4.6 confirms this behavior.

Thus, when it is computationally infeasible to exhaustively search through all possible matrices, it seems to be a very good strategy to use the subfield
construction with the best known results from smaller dimensions. This conclusion is confirmed by the fact that our best results for matrices over \( \text{GL}(8, \mathbb{F}_2) \) are always subfield constructions based on matrices over \( \text{GL}(4, \mathbb{F}_2) \).

Next, we want to approach the question if choosing MDS matrices with entries with low Hamming weight is a good approach to finding low-XOR-count implementations. For each MDS-matrix family and for each optimization algorithm, we plot the naive XOR count against the optimized one.

In Figs. 4.2 through 4.5 one can see that several options can occur. While there is a general tendency of higher naive XOR counts leading to higher optimized XOR counts, the contrary is also possible. For example, there are matrices which have a low naive XOR count (left in the figure), while still having a somewhat high optimized XOR count (top part of the figure). However, there are also matrices where a higher naive XOR count results in a much better optimized XOR count. The consequence is that we cannot restrict ourselves to very sparse matrices when searching for the best XOR count, but also have to take more dense matrices into account. A possible explanation for this behavior is that the heuristics have more possibilities for optimizations, when the matrix is not sparse.

### 4.4.3 Best results

Let us conclude by specifying the currently best MDS matrices. The notation \( M_{n,k} \) denotes an \( n \times n \) matrix with entries from \( \text{GL}(k, \mathbb{F}_2) \), an involutory matrix is labeled with the superscript \( i \). Table 4.1 covers non-involutory and involutory matrices of dimension \( 4 \times 4 \) and \( 8 \times 8 \) over \( \text{GL}(4, \mathbb{F}_2) \) and \( \text{GL}(8, \mathbb{F}_2) \). \( M_{8,4} \) and \( M_{8,4}^i \) are defined over \( \mathbb{F}_2[x]/0x13 \).

The matrices mentioned there are the following:

\[
M_{4,4} = \text{hadamard}(\begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 0 & 1 & 1 \\ 1 & 0 & 0 & 1 \\ 1 & 1 & 0 & 1 \\ 0 & 1 & 0 & 1 \end{pmatrix}, \begin{pmatrix} 1 & 1 & 0 & 1 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 \end{pmatrix})
\]

\[
M_{4,8} = \text{subfield}(M_{4,4})
\]
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Figure 4.2: Correlations between naive (x-axis) and PaAR1 (y-axis) XOR counts for randomly generated matrices.

\[ M_{8,4} = \text{cauchy} \left( \begin{array}{c} x^3+x^2,x^3,x^3+x+1,x+1,0,x^3+x^2+x+1,x^2,x^2+x+1, \\ x^2+1,x^3+x^2+x,x^3+1,x^3+x^2+1,x^2+x,x^3+x,x \end{array} \right) \]  \hfill (4.3)

\[ M_{8,8} = \text{subfield}(M_{8,4}) \]  \hfill (4.4)

\[ M_{4,8}^i \] is the subfield construction applied to [SS16b, Example 3] \hfill (4.5)

\[ M_{8,4}^i = \text{vandermonde} \left( \begin{array}{c} x^3+x+1,x+1,x^3+x^2+x,x^3+1,x^3,0,x^3+x \\ x^2+x+1,x^3+x^2+x+1,x,1,x^2+1,x^2,x^3+x^2,x^2+x \end{array} \right) \]  \hfill (4.6)

\[ M_{8,8}^i = \text{subfield}(M_{8,4}^i) \]  \hfill (4.7)

All these matrices improve over the previously known matrices, except for the involutory matrix from [SS16b] of dimension 4 × 4 over GL(4, \( \mathbb{F}_2 \)). \( M_{4,4} \) was
found after enumerating a few thousand Hadamard matrices, while $M_{8,4}$ and $M'_{8,4}$ are randomly generated and were found after a few seconds. Every best matrix over $GL(8, \mathbb{F}_2)$ uses the subfield construction.

With these results we want to highlight that, when applying global optimizations, it is quite easy to improve (almost) all currently best known results. We would like to mention that our results should not be misunderstood as an attempt to construct matrices that cannot be improved. Another point that was not covered in this work is the depth of the critical path as considered in [BFP19].
Figure 4.4: Correlations between naive (x-axis) and BP (y-axis) XOR counts for randomly generated matrices.
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Figure 4.5: Correlations between naive (x-axis) and BP (y-axis) XOR counts for enumerated matrices.
Column-Parity Mixers

As a third and final cryptographic building block, we formalize column-parity mixers and study their cryptographic properties. They are suitable as an alternative to MDS matrices for linear mixing layers in round functions of iterated permutations and ciphers. We then outline a full design strategy that incorporates column-parity mixers. In comparison to the original publication [SD18], some appendices have been removed and some have been merged into the regular text.

5.1 Introduction

In recent years, there has been a lot of research on lightweight cryptography. A need is perceived for cryptographic primitives that can be implemented on resource-constrained platforms, such as devices in the Internet of Things. Historically the most important primitives were block ciphers, but since a few years cryptographic permutations gain in popularity. Most of these ciphers consist of the repeated application of an invertible round function, where in the case of block ciphers each round takes a round key. As inspired by DES [DES77] and later AES [DR02], often the round function consists of a number of separate layers, each with a particular task. There is typically a nonlinear S-box layer and a linear diffusion layer. In some modern ciphers, this linear layer consists of a sub-layer that mixes the bits (or bytes) and typically has a high branch number [DR02], and a transposition sub-layer that moves bits (or bytes around). In AES, the mixing layer MixColumns consists of the parallel application of a maximum-distance separable (MDS) mapping on each of the 4-byte columns. This mapping has branch number 5, the maximum attainable value. In combination with the transposition layer ShiftRows, this allows to
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give a simple proof for a strong upper bound on the differential probability of 4-round differential trails (characteristics) and the correlation of 4-round linear trails.

With lightweight cryptography in mind, there has been a substantial amount of publications in the last few years on constructions for lightweight MDS mappings, see e.g., [BKL16; GPP11; LS16; LW16]. This has led to a better understanding of the implementation cost of such mappings in relation to their dimensions: the number and size of elements (e.g., 4 bytes in MixColumns). We can now build block ciphers and permutations with the same design philosophy as AES, using more lightweight components and leading to bounds that are easy to prove.

Another cipher where the designers emphasize the mixing layer is Keccak-$f$, the permutation underlying Keccak and the SHA-3 functions [BDPV11b; NIS15b]. Its mixing layer $\theta$ does not operate on separate subblocks as MixColumns does, and it has a branch number of 4. However, despite the fact that it requires only 2 XOR operations per bit, in combination with the other layers of the round function it appears to have quite good diffusion. In particular, [MDA17] reports on computer-aided proofs for quite promising upper bounds for the differential probability of differential trails. It appears that $\theta$-like mappings would be a good candidate for a linear mixing layer, or in general for a mixing layer with a good trade-off between implementation cost and mixing power.

There is a remarkable difference between AES and Keccak-$f$. In the former, all step mappings are defined in terms of operations on bytes and in the latter each step mapping treats groupings of bits along different axes. The AES design approach has received quite some following and it can be called byte-oriented (although there are also ciphers where these units are 4-bit nibbles or even 5-bit units). We call the design approach of Keccak-$f$ bit-oriented. The byte-oriented design approach has the advantage that one can easily prove bounds. We believe that $\theta$-like mappings are suitable for both design approaches.
5.1.1 Our Contributions

In this chapter we present a generalization of the $\theta$ mixing layer in Keccak-$f$ called column-parity mixers (CPMs). CPMs operate on two-dimensional arrays and in their definition parities computed over the columns play a central role, hence the name column-parity mixers. In Section 5.2 we provide an elegant description using matrix arithmetic, allowing us to easily derive algebraic, diffusion, and mask-propagation properties. We also show that column-parity mixers operating on states with an even number of rows have quite different properties from those operating on an odd number of rows.

The former are involutions and are ideally suited for block ciphers and permutations that need to have an efficient inverse. Coincidentally, those are the ones that are typically required to have a permutation width (or block size) that is a power of two, and this is nicely compatible with an even number of rows. An example is disk encryption where the size of a disk sector is a power of two.

The latter may have an inverse with high implementation cost but also with very interesting diffusion properties (see Section 5.4). They are suited for permutations used in MACs or in stream encryption, or in conjunction with authenticated encryption modes that do not require the inverse such as the sponge and duplex constructions [BDPV11a], where the permutation width is also less bound to a power of two.

We see Keccak-$f$ as a representative example of a bit-oriented design that makes use of a column-parity mixing layer and we make the case that they are also suitable for byte-oriented designs. In Section 5.5 we outline a general design strategy with attention for how strong bounds can be attained for differential and linear trails. We apply this strategy concretely to design a 256-bit permutation called Mixifer with an efficient inverse. This can be used as a permutation in an Even-Mansour block cipher [EM93] or in modes such as proposed in [Men16]. The width of 256 is large enough to make the birthday bound $2^{128}$ far enough to not pose a practical problem and it is small enough to still be called lightweight.
Our permutation design, presented in Section 5.6, uses a number of ideas that are of independent interest. It operates on an array of 4 rows of 16 nibbles each and we arrange the bits of the nibbles in such a way that a bitsliced implementation is immediate. Its design can be seen as a hybrid between that of AES and that of Keccak-\(f\). We show in Section 5.6.6 that in comparison with AES and some established permutations, the performance of our permutation is better or comparable.

5.2 Column-Parity Mixers and their Properties

Column-parity mixers are generalizations of the mixing layer \(\theta\) in Keccak-\(f\). Therefore, we adopt the terminology proposed in [BDPV11b]. Unlike the descriptions therein, we will treat the states that these mixing layers operate on as two-dimensional arrays that we will interpret as matrices. In the context of this section we limit ourselves to matrices with elements of \(F_2\), but one can easily generalize our treatment to elements of \(F_p\) with \(p\) a prime or even to elements of an arbitrary finite ring.

5.2.1 Matrices

We use \(I\) to denote a (square) identity matrix and \(0\) to denote an all-zero matrix. We assume that the dimensions of these matrices are determined by context. The transpose of a matrix \(A\) is denoted as \(A^T\).

We use \(1_x\) to denote a column vector of \(x\) components that are all equal to 1. Consequently, \(1_x^T\) is an all-1 row vector with \(x\) components. We use \(1_y^x\) to denote a matrix with \(x\) rows and \(y\) columns with all components 1. Clearly, \(1_y^x = 1_x 1_y^T\).

The element of a matrix \(A\) at row \(i\) and column \(j\) is denoted by \(A_{i,j}\). If \(B = A^T\), we have \(B_{i,j} = A_{j,i}\). The trace of a square matrix is the linear function that simply takes the sum of its diagonal elements. It is denoted by \(\text{tr}(A)\), so \(\text{tr}(A) = \sum_i A_{i,i}\).
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5.2.2 Definition of Column-Parity Mixers

We consider linear mappings $\theta$ that operate on arrays with $m$ rows and $n$ columns of elements of a finite ring, but in this section just $\mathbb{F}_2$.

**Definition 9.** The column parity of a matrix $A$ is a (row) vector defined as $1^T_m A$.

In a matrix $A$, a column $x$ is called even (odd) if the component with index $x$ in $1^T_m A$ is zero (one).

**Definition 10.** The expanded column parity of $A$ is a matrix with $m$ rows all equal to the column parity of $A$, and it is given by $1^m_m A$.

A column-parity mixer (CPM) makes use of a linear transformation operating on the column parity of a matrix, called its parity-folding transformation. We denote the parity-folding transformation by multiplying the column parity with a square matrix $Z$ at the right. We call the $n \times n$ matrix $Z$ the parity-folding matrix of $\theta$. We are now ready to define the $\theta$-effect of a matrix $A$.

**Definition 11.** The $\theta$-effect of $A$ with respect to $Z$ is a row vector, denoted as $e_Z(A)$ (or just $e(A)$ if $Z$ is clear from the context) and is defined by $e_Z(A) = 1^T_m AZ$.

For a given input $A$ and parity-folding matrix $Z$, a column $x$ is called unaffected (affected) if the component with index $x$ in $e_Z(A)$ is zero (nonzero). Whether a column is affected or not is fully determined by the column parity of $A$ and the column $x$ of the parity-folding matrix $Z$.

**Definition 12.** The expanded $\theta$-effect of $A$ with respect to $Z$ is a matrix with $m$ rows all equal to the CPM effect, namely, $E_Z(A) = 1^m_m AZ$.

A column-parity mixer $\theta$ simply consists in computing the expanded $\theta$-effect of a matrix $A$ and adding it to $A$.

**Definition 13.** The column-parity mixer $\theta$ using parity-folding matrix $Z$ is defined as

$$\theta(A) = A + E_Z(A) = A + 1^m_m AZ.$$
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Note that a column-parity mixer is fully defined by a parity-folding matrix $Z$ and $m$.

**Example 1.** Keccak [BDPV11b] uses a three-dimensional structure, so, for the sake of this example, let us first flatten the state by looking at a single sheet. With Keccak-$f[200]$, this array would have $m = 5$ rows and $n = 8$ columns. Consider the following state $A$:

$$A = \begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 & 1 & 0 \\
\end{bmatrix}.$$  

Then the column parity of $A$ is $[1, 1, 0, 0, 0, 1, 0, 0]$, so the first two columns and the sixth column are odd, while the others are even. The $\theta$ step in Keccak-$f$ affects the adjacent sheets, but one can modify it slightly such that the operation is performed within the same sheet. To the reader who is familiar with the Keccak specification, we change $x - 1 \mod 5$ and $x + 1 \mod 5$ to $x \mod 5$ in the computation of $D[x, z]$ given $C[x, z]$. This means that we can express the parity-folding matrix $Z$ as follows:

$$Z = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
\end{bmatrix}.$$  

This yields a $\theta$-effect of $e(A) = [0, 1, 0, 0, 1, 1, 0, 1]$, so the second, fifth, sixth, and eighth column are affected, the others are unaffected. The result of the column-parity
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A mixer defined by $Z$ and $m$ on $A$ is then

$$\theta(A) = \begin{bmatrix} 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 \\ 1 & 1 & 0 & 0 & 1 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 & 1 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 \end{bmatrix}.$$

5.2.3 Group Properties

The composition of two column-parity mixers is again a column-parity mixer.

**Lemma 2.** Let $\alpha = \theta' \circ \theta$ with $\theta$ and $\theta'$ column-parity mixers with parity-folding matrices $Z$ and $Z'$ respectively. Then $\alpha$ is a column-parity mixer. If $m$ is even, the parity-folding matrix of $\alpha$ is $Z + Z'$. If $m$ is odd, its parity-folding matrix is $(Z' + I)(Z + I) + I$.

**Proof.** We have

$$\theta'(\theta(A)) = A + \mathbf{1}_m^m AZ + \mathbf{1}_m^m (A + \mathbf{1}_m^m AZ) Z'$$

$$= A + \mathbf{1}_m^m AZ + \mathbf{1}_m^m AZ' + (\mathbf{1}_m^m)^2 AZZ'.$$

If $m$ is even, we have $(\mathbf{1}_m^m)^2 = 0$ and this reduces to $A + \mathbf{1}_m^m A (Z + Z')$. If $m$ is odd, we have $(\mathbf{1}_m^m)^2 = \mathbf{1}_m^m$ and we have

$$\theta'(\theta(A)) = A + \mathbf{1}_m^m A (Z + Z' + ZZ')$$

$$= A + \mathbf{1}_m^m A ((Z + I)(Z' + I) + I).$$

This implies the following corollary:

**Corollary 1.** The set of all column-parity mixers for given dimensions $m \times n$, with $m$ even, together with composition form a group that is isomorphic to the abelian group $(\mathbb{Z}_2^n, +)$. 
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Proof. Lemma 2 says that the composition of two CPMs with parity-folding matrices $Z$ and $Z'$ is the CPM with parity-folding matrix $Z + Z'$. It follows that the set of all CPMs of given dimensions $m \times n$ and $m$ even, is isomorphic to the set of binary $n \times n$ matrices with addition. This addition is closed and inherits the associativity and commutativity from the addition in $\mathbb{F}_2$. Its neutral element is $0$ and each element is its own inverse. This is $(\mathbb{Z}_2^n, +)$. □

It follows that column-parity mixers operating on matrices with an even number $m$ of rows are involutions.

For $m$ odd, not all column-parity mixers are invertible. We have the following:

Corollary 2. The set of column-parity mixers for given dimensions $m \times n$, with $m$ odd and $Z + I$ nonsingular, form a group with composition that is isomorphic to the group of binary invertible $n \times n$ matrices with multiplication.

Proof. Lemma 2 says that the composition of two CPMs with parity-folding matrices $Z$ and $Z'$ is the CPM with parity-folding matrix $(Z + I)(Z' + I) + I$. Let us call $Z + I$ the associated matrix of a CPM. Then the associated matrix of the composition of two CPMs is the product of their associated matrices. It follows that the set of all CPMs of given dimensions $m \times n$ and $m$ odd, is isomorphic to the set of invertible binary $n \times n$ matrices with multiplication. This is the general linear group $GL(n, 2)$ [DF03]. □

For $m$ odd, the order of a CPM is the multiplicative order of its associated matrix $Z + I$. The associated matrix of the inverse of an invertible CPM with parity-folding matrix $Z$ is $(Z + I)^{-1}$.

5.2.4 The Special Case of Circulant Parity-Folding Matrices

$Z$ is a circulant matrix if its elements satisfy $Z_{i+j \mod n, j} = Z_{i,0}$ for all $i, j$. Circulant matrices have become a popular building block in many ciphers, including AES [DR02] and Keccak [BDPV11b]. As the product and sum of two circulant matrices is a circulant matrix and both $I$ and $0$ are circulant matrices, it
follows that both for $m$ even and odd the set of invertible circulant CPMs form subgroups of the set of invertible CPMs, for given dimensions.

We can express multiplication by a circulant matrix as multiplication by a polynomial. For that purpose, we express a matrix $A$ as a bivariate polynomial, where the element in row $i$ and column $j$ corresponds to the coefficient of monomial $x^i y^j$. Computing the column parity of $A$ corresponds to multiplication by the polynomial $\sum_{i=0}^{n-1} y^i \mod 1 + y^n$. This polynomial can also be expressed as $\frac{1+y^n}{1+y}$. Multiplication by $Z$ then corresponds to multiplication by a polynomial $z(x) \mod 1 + x^n$. So for our column-parity mixer $\theta$, we have

$$\theta(a(x, y)) = a(x, y) + \frac{1+y^n}{1+y} z(x) a(x, y) \mod (1+x^n)(1+y^n).$$

We call $z(x)$ the parity-folding polynomial.

Circulant CPMs with even $m$ are involutions. A circulant CPM with odd $m$ is invertible if its associated polynomial $1 + z(x)$ is coprime to $1 + x^n$ and its inverse has the associated polynomial $y(x) = (z(x) + 1)^{-1} \mod (1 + x^n)$. A necessary condition for invertibility is that $z(x)$ has an even number of nonzero terms. If not, $1 + x$ divides both $1 + z(x)$ and $1 + x^n$.

The transpose of $\theta$ is determined by the parity-folding polynomial $z(x^{-1}) \mod 1 + x^n$, i.e., the polynomial $z(x)$ where the terms $x^i$ are replaced by $x^{n-i}$.

### 5.2.5 Computational Cost

Computing the column parities costs $m-1$ additions in $\mathbb{F}_2$ per column totalling to $(m-1)n$ additions. Adding the effect to the matrix costs one addition per bit totalling to $mn$ binary additions. So the total computational cost is $(2m-1)n$ plus the computational cost of applying $Z$ to the parity.

For circulant mixers with $h$ the Hamming weight of $z(x)$, a straightforward parity-folding implementation would cost $(h-1)n$, totalling to $(2m + h - 2)n$. Dividing by the total number of bits in the state, this results in a computational
cost per bit of $2 + (h - 2)/m$. Remarkably, for parity-folding polynomials with two nonzero terms, the cost is exactly 2 additions per bit.

The number of additions gives a good idea of the circuit complexity in dedicated hardware and the number of binary XOR gates in bitslice-oriented software implementations. In the latter, the efficiency additionally depends on the way the state can be mapped onto CPU words and computing $\theta$ may involve additional (cyclic) shift operations. Section 5.6.5 shows the exact cost for a concrete example.

### 5.3 Propagation of Linear Masks

After having explained what CPMs are, this section discusses their properties related to linear cryptanalysis [Mat94]. We first provide a brief overview of linear propagation for generic iterated permutations, before discussing CPM-specific details.

#### 5.3.1 Linear Propagation in Iterated Permutations

Linear cryptanalysis (LC) exploits large correlations across a cryptographic primitive and resistance against it is one of the main criteria of modern cryptographic design. It can be described in different ways and we adopt the notation and formalism used in [DR02].

In LC we consider a sum (in $\mathbb{F}_2$) of bits (usually called parities) at the output of a mapping and try to find sums of bits at the input of the mapping that have a high correlation with the sum at the output. Which bits are included in the sums is described by masks. Masks have the same dimensions and shape as the state and indicate the bits included in a sum by having a 1 in the corresponding positions and 0 in all other positions. While the correlations are between sums of input bits and sums of output bits, we will indicate these by the term mask to make the descriptions more readable. Masks play a role in LC similar to that of differences in differential cryptanalysis (DC).
5.3. Propagation of Linear Masks

In iterated permutations or block ciphers, a correlation between an output mask $v$ and an input mask $u$ can be split into a number of linear trails. The value of the correlation is the sum of the correlation contributions of these individual trails. Note that correlations and correlation contributions have a sign, so there can be destructive interference. A linear trail $Q$ over an $n$-round permutation (or block cipher) consists of a sequence of $n + 1$ masks: a mask at the input of each round $q_i$ and a mask $q_n$ at the output of the last round. A pair of consecutive masks $q_i, q_{i+1}$ has a certain correlation over round $i$, denoted as $C(q_i, q_{i+1})$. The correlation contribution $C(Q)$ of a linear trail $Q$ is simply the product of the correlations over all its rounds: $\prod_{i=0}^{n-1} C(q_i, q_{i+1})$.

The value of an input-output correlation $C(u, v)$ is given by:

$$C(u, v) = \sum_{Q \text{ with } q_0 = u, q_n = v} C(Q).$$

Large input-output correlations can hence occur if there are linear trails with large correlation contributions (e.g., in the block cipher DES [Mat94]) but they can in principle also occur when there is systematic clustering of huge numbers of trails with very small correlation contributions. An artificial example is a permutation $P$ that consists of a permutation $P'$ followed by its inverse $P'^{-1}$. The permutation $P$ is the identity and hence has many large input-output correlations but no high-correlation linear trails if $P'$ has none.

Modern ciphers should be designed taking LC into account and hence should not have linear trails with high correlation contributions. A way to achieve this with a relatively small number of rounds is called the wide-trail strategy [DR02], underlying many modern designs including AES and Keccak. In this strategy, the mixing layer in the round function plays an important role. To study the correlation contribution of linear trails, we need to study correlations over the round function. The round function typically consists of a nonlinear layer and a linear layer. The description of the correlation properties of nonlinear S-box layers can be efficiently computed using the Walsh-Hadamard transform. Linear layers have the property that every output mask is correlated to exactly one input.
mask and that the correlation is one. In other words, there is a deterministic function that maps masks \( v \) at the output of a linear layer to masks \( u \) at its input. In the following subsection, we will derive an expression for this function \( u = f(v) \).

### 5.3.2 Mask Propagation in Column-Parity Mixers

We want to express this function in our matrix notation. As an intermediate step, we first need a way to express a sum of specific bits of a matrix, for which we use the trace function.

The trace function has a number of interesting properties that we will exploit in our derivation:

- **Linearity:** \( \text{tr}(A + B) = \text{tr}(A) + \text{tr}(B) \).
- **Transpose-invariance:** \( \text{tr}(A^T) = \text{tr}(A) \).
- **Commute-invariance:** for \( A \) and \( B \) with compatible dimensions and \( A \) a square matrix, it is easy to show that \( \text{tr}(AB) = \text{tr}(BA) \) [LLM16].
- **Multiplication-cyclic invariance:** for any sequence of matrices \( A, B, C, \ldots, Z \) with compatible dimensions and with \( AB \cdots Z \) a square matrix: \( \text{tr}(AB \cdots Z) = \text{tr}(BC \cdots ZA) = \text{tr}(CD \cdots ZAB) = \ldots \).

A mask \( V \) has the same dimensions as the matrix \( A \) and it specifies the sum (in \( \mathbb{F}_2 \)) of the elements of \( A \) in positions where \( V \) has a one, i.e., \( \sum_{i,j} V_{i,j} A_{i,j} \). This cannot be expressed as a matrix multiplication, but we can express it with the trace function.

**Lemma 3.** The sum of the elements of \( A \) selected by the mask \( V \) can be expressed as \( \text{tr}(V^T A) \).

**Proof.** Let \( B = V^T A \), then \( B_{i,j} = \sum_i V_{i,j} A_{i,j} \). As \( \text{tr}(B) = \sum_j B_{i,j} \), it follows that \( \text{tr}(V^T A) = \sum_{i,j} V_{i,j} A_{i,j} \). \( \square \)
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Lemma 4. A sum of bits at the input of $\theta$ defined by a mask $U$ equals a sum of bits at the output of $\theta$ defined by mask $V$ if and only if

$$U = V + 1^m_m VZ^T.$$ 

Proof. Let $B$ be the image of $A$ through the column-parity matrix. Then given $\text{tr}(U^T A) = \text{tr}(V^T B)$, we want to derive the relation between $U$ and $V$. In particular, given the mask $V$ at the output of $\theta$, we can compute the mask $U$ at its input by filling in the expression for $B$:

$$\text{tr}(U^T A) = \text{tr}(V^T (A + 1^m_m AZ))$$
$$= \text{tr}(V^T A + V^T 1^m_m AZ)$$
$$= \text{tr}(V^T A) + \text{tr}(V^T 1^m_m AZ).$$

For the rightmost term, using multiplication-cyclic invariance gives $\text{tr}(V^T 1^m_m AZ) = \text{tr}(ZV^T 1^m_m A)$. Moreover, using $ZV^T 1^m_m = (1^m_m VZ^T)^T$ with $1^m_m = 1^m_m$ yields

$$\text{tr}(U^T A) = \text{tr}(V^T A) + \text{tr}((1^m_m VZ^T)^T A)$$
$$= \text{tr}(V^T A + (1^m_m VZ^T)^T A)$$
$$= \text{tr}((V + 1^m_m VZ^T)^T A).$$

\qed

We call the mapping from $V$ to $U$ specified in Lemma 4 the transpose of $\theta$ and denote it as $\theta^T$. The expression of Lemma 4 is essential when searching for linear trails, as reported on in Section 5.5.3.

5.4 Diffusion Properties

The diffusion properties of an MDS matrix are typically summarized by its differential and linear branch numbers [DR02] that are both the same and equal to the dimension of the matrix plus 1. This dimension is also the number of
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elements a single-element difference propagates to. The study of the diffusion properties of an MDS matrix is largely independent of the other steps in the round function. The proof of the fact that every 4-round trail in AES has 25 active S-boxes requires from the MixColumns matrix only that it is MDS. Of course, that proof also requires a property of ShiftRows.

Diffusion in column-parity mixers is more subtle: their properties only become meaningful in the context of a design approach, where interaction with other steps of the round function must be taken into account. In this section we discuss some concepts that are shared by all column-parity mixers.

5.4.1 The Column-Parity Kernel

The set of states $A$ with column parity equal to zero form a vector space with dimension $n(m-1)$. Following [BDPV11b], we call this the (column-parity) kernel. For states $A$ in the kernel the parity is zero and consequently $\theta$ reduces to the identity mapping.

There are states in the kernel with Hamming weight 2, namely all states with a pair of active bits in the same column. Again following [BDPV11b], we call this an orbital. States in the kernel have an even number of active bits per column and as observed in [MDA17], they can be seen as a collection of orbitals. Due to the existence of single-orbital states, the (Hamming) branch number, both differentially and linearly, of every column-parity mixer is at most 4. We prove that for all reasonable choices of $m$, $n$ and $Z$, the branch number is 4.

**Lemma 5.** An invertible CPM $\theta$ with $m \geq 2$ and where $Z$ has no all-zero rows or columns, has differential and linear branch numbers 4, with the only exception of the case where $m = n = 2$ and $Z = I$.

**Proof.** The branch number is at most 4 as $\theta$ will map a single-orbital state to a single-orbital state.
Let us first look at the differential branch number. The differential branch number can only become smaller than 4 if there is a single-bit state that is mapped to a state with less than 3 bits by $\theta$ or $\theta^{-1}$.

Let us first look at a single-bit state at the input of $\theta$. A single-bit state $A$ leads to a single-bit parity. Let the number of affected columns in the $\theta$-effect be $x$. We know that $x \geq 1$ as $Z$ has at least one 1 per row. If these affected columns overlap with the column with the single 1 in $A$, then the Hamming weight of $\theta(A)$ is $xm - 1$. If not, it is $xm + 1$. Let $v$ denote the sum of the Hamming weights of $A$ and $\theta(A)$. It follows that $v = xm$ and $v = xm + 2$, respectively. We now distinguish between the cases where $m$ is even and where $m$ is odd.

- **Even $m$:** If there was no overlap, $v = xm + 2 \geq 4$. If there was overlap, $v = xm = 2$ only if $x = 1$ and $m = 2$. So this is the case of a single affected column overlapping with the odd column, but this is exactly what is excluded in the lemma. As for even $m$ we have $\theta^{-1} = \theta$, that case is proven too.

- **Odd $m$:** If $x = 1$, i.e., there is one affected column, then it cannot overlap. Namely, if that is the case, it implies a single 1 in the corresponding row that is on the main diagonal. However, for $\theta$ to be invertible, $Z + I$ must be invertible and if $Z$ contains a row with a single 1 and that is on the main diagonal, that row is 0 in $Z + I$ and hence it is not invertible. The same reasoning applies to $\theta^{-1}$ as $Z' + I$ with $Z'$ the parity-folding matrix of $\theta^{-1}$ must be invertible.

For the linear branch number it suffices to replace $\theta$ by $\theta^T$ and rows of $Z$ become columns of $Z$.

**Example 2.** The simplest possible CPM that satisfies the conditions of Lemma 5 operates on two rows and two columns and has

$$Z = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}.$$
If the 4 bits of the state are arranged in a 4-bit column vector, $\theta$ can be expressed as multiplying it with the following familiar matrix:

$$
\begin{bmatrix}
1 & 1 & 0 & 1 \\
1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 \\
\end{bmatrix}.
$$

This matrix was first used in the block cipher MMB [DGV93] and is still used in many modern lightweight ciphers (sometimes modulo some row and/or column permutations), where it is often referred to as a near-MDS matrix. See for instance Minalpher [STA+15], $L_0$ and $L_3$ in PRIDE [ADK+14], or Midori [BBI+15]. It has an implementation cost of 1.5 additions per bit. To see that the CPM with the given $Z$ and the matrix are very similar, let

$$
A = \begin{bmatrix}
a & b \\
c & d \\
\end{bmatrix}.
$$

Then, using a CPM:

$$
\theta(A) = A + 1^2AZ = \begin{bmatrix}
a & b \\
c & d \\
\end{bmatrix} + \begin{bmatrix}
1 & 1 \\
1 & 1 \\
\end{bmatrix} \begin{bmatrix}
a & b \\
c & d \\
\end{bmatrix} \begin{bmatrix}
0 & 1 \\
1 & 0 \\
\end{bmatrix} = \begin{bmatrix}
a + b + d & a + b + c \\
b + c + d & a + c + d \\
\end{bmatrix}.
$$

Similarly:

$$
\begin{bmatrix}
1 & 1 & 0 & 1 \\
1 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 \\
\end{bmatrix} \begin{bmatrix}
a \\
b \\
c \\
d \\
\end{bmatrix} = \begin{bmatrix}
a + b + d \\
a + b + c \\
b + c + d \\
a + c + d \\
\end{bmatrix}.
$$

We now consider the size of the column-parity kernel by counting the number of states with a given number of orbitals. The number of single-orbital states, i.e., states that have in total 4 active bits before and after $\theta$, is given in following lemma.

**Lemma 6.** The number of single-orbital states is $n \binom{m}{2}$.
Proof. The orbital can be in one of \( n \) columns and the number of possible positions of the bits of the orbital in the column is \( \binom{m}{2} \).

If we divide the number of 2-bit states in the kernel by the state size, we obtain \( \frac{m-1}{2} \). In this respect, it is advantageous for a given state size to have a small number of rows and a large number of columns.

We can similarly compute the number of states in the kernel with 2, 3, 4, etc. orbitals. The number of such states increases exponentially with the number of active bits. For example, we have the following lemma on the number of two-orbital states.

**Lemma 7.** The number of two-orbital states is \( \binom{n}{2} \left( \binom{m}{2} \right)^2 + n \binom{m}{4} \), where the second term disappears for \( m < 4 \).

Proof. We can partition the set of states with two orbitals into two subsets: those where the orbitals are in different columns and those where they are in the same column. For the first set of states, one can position the two orbitals in the \( n \) columns in \( \binom{n}{2} \) ways and each of the two orbitals can take \( \binom{m}{2} \) positions. Their product accounts for the first term. For the second set of states, the four active bits can be in one of \( n \) columns and the number of possible positions among the \( m \) bits of that column is \( \binom{m}{4} \). If \( m < 4 \), of course no four bits can be stuffed in a column and the second term disappears.

5.4.2 Propagation of Isolated Bits

Often one tries to determine the minimum number of rounds such that each output bit depends on each input bit, typically called full diffusion. One way of measuring full diffusion is propagating single-bit input differences or a single-bit output mask through the rounds. In this context it is interesting to see how single-bit differences propagate.

A single-bit difference at the input of \( \theta \) propagates to on average \( 1 + |Z|m \) bits, with \( |Z| \) the Hamming weight of \( Z \) divided by its dimension. For the
circulant case, this is exactly $1 + |z(x)|m$ with $|z(x)|$ the Hamming weight of the parity-folding polynomial, assuming its constant term is 0. The same holds for propagation of single-bit masks at the output of $\theta$ to the input. For a single-bit difference at the output (or single-bit mask at the input) of $\theta$ we have to distinguish between two cases. If $m$ is even, the column-parity mixer is an involution and the same properties hold as in the forward direction. For odd $m$, we have to consider the column-parity mixer defined by $Z^\prime = (Z + I)^{-1} + I$. The matrix $Z^\prime$ may have much higher Hamming weight than $Z$, as is illustrated by $\theta$ in Keccak [BDPV11b] and even for large states, full diffusion in the backward direction can be immediate.

5.4.3 Comparison to Other Mixing Layers

Mixing layers can be compared by their cost, where cost can mean the number of additions, but also the number of cycles on a specific CPU microarchitecture or other quantities. Here we consider the number of binary additions or two-input XOR gates, as that is independent from CPUs or standard cell libraries.

Mixing layers should also be compared by their mixing power. This is best quantified by bounds on linear and differential trails, but that requires to study a full permutation. We will do so in Section 5.6.3, but for the moment we restrict ourselves to only consider the mixing layer itself. This implies that we are limited to use the linear and differential branch numbers that should be high relative to the dimensions of the state.

Ever since SHARK [RDP+96] and AES [DR02], MDS matrices have been a common choice for a mixing layer as their branch numbers are optimal. The past few years have seen a lot of work on searching for more efficient MDS matrices. A noteworthy development is that of serialization of the mixing layer, first put forward by PHOTON [GPP11] and LED [GPPR11]. This decreases the hardware area that is required to implement matrix multiplication. Another
line of work focussed more directly on searching MDS matrices that require fewer additions [BKL16; LS16; LW16; LW17].

While there has been a lot of improvement, it was always assumed that there was a fixed cost of $n(n - 1)m$ additions [BKL16], derived from accumulating all the multiplication results. Recently, it has been shown that this lower bound does not really hold when global optimizations are taken into account [KLSW17]. In fact, there exist MDS matrices that can be implemented with fewer additions.

Other ciphers such as PRIDE [ADK+14], Midori [BBI+15], Minalpher [STA+15], and SKINNY [BJK+16] have dropped the MDS requirement to achieve a better trade-off between performance and security.

Table 5.1 provides a comparison of mixing layers. Most cost numbers are computed using the results of [KLSW17]. We list the number of additions per bit, in order to normalize for the different dimensions. While more lightweight mixing layers exist, CPMs offer a good trade-off. It should be noted, however, that bounds over multiple rounds for a concrete scheme are much more meaningful than just a pair of branch numbers.

5.5 A General Design Strategy

In this section, we present a design strategy for the round function of nibble- or byte-oriented iterative block ciphers or permutations, viewed as a substitution-permutation network (SPN), where a CPM is embedded as its mixing layer. We also outline a search strategy for truncated linear and differential trails. In Section 5.6, we instantiate this design strategy with a specific permutation and give security bounds and implementation benchmarks.

5.5.1 Structure of the Round Function

We take the $b$-bit state to be a rectangle with $m$ rows and $n$ columns. The state consists of $mn$ cells of size $\ell$, so $b = \ell mn$. The cells are typically nibbles ($\ell = 4$)
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### Table 5.1: Comparison of mixing layers.

<table>
<thead>
<tr>
<th>Cipher/permutation</th>
<th>Type</th>
<th>Dimensions</th>
<th>Additions per bit</th>
<th>Branch number</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES</td>
<td>MDS</td>
<td>$4 \times 4, \mathbb{F}_2^8$</td>
<td>3.03</td>
<td>5</td>
</tr>
<tr>
<td>Joltik [JNP15]</td>
<td>MDS</td>
<td>$4 \times 4, \mathbb{F}_2^4$</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>PHOTON [GPP11]</td>
<td>MDS</td>
<td>$6 \times 6, \mathbb{F}_2^4$</td>
<td>5$^*$</td>
<td>7</td>
</tr>
<tr>
<td>Prøst [KLL+14]</td>
<td>MDS</td>
<td>$16 \times 16, \mathbb{F}_2$</td>
<td>4.5$^*$</td>
<td>5</td>
</tr>
<tr>
<td>Midori [BBI+15]</td>
<td>Not MDS</td>
<td>$4 \times 4, \mathbb{F}_2^4$ or $\mathbb{F}_2^8$</td>
<td>1.5</td>
<td>4</td>
</tr>
<tr>
<td>Minalpher [STA+15]</td>
<td>Not MDS</td>
<td>$4 \times 4, \mathbb{F}_2^4$</td>
<td>1.5</td>
<td>4</td>
</tr>
<tr>
<td>Prince [BCG+12]</td>
<td>Not MDS</td>
<td>$64 \times 64, \mathbb{F}_2$</td>
<td>1.5</td>
<td>4</td>
</tr>
<tr>
<td>SKINNY [BJK+16]</td>
<td>Not MDS</td>
<td>$4 \times 4, \mathbb{F}_2^4$ or $\mathbb{F}_2^8$</td>
<td>0.75</td>
<td>2</td>
</tr>
<tr>
<td>Keccak-f [BDPV11b]</td>
<td>CPM</td>
<td>$5 \times 5 \times w$ $^\S \mathbb{F}_2$</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Circulant CPM</td>
<td>CPM</td>
<td>$m \times n$</td>
<td>$2 + \frac{h-2}{m} \parallel$</td>
<td>4</td>
</tr>
</tbody>
</table>

* Dimensions are for $P_{100}, P_{144}$, and $P_{196}$.

† Unknown whether it can be computed with fewer additions.

‡ Can also be considered to be a CPM, following Example 2.

§ Where $w \in \{8, 16, 32, 64\}$, depending on which variant of Keccak-f.

∥ Where $h$ is the Hamming weight of $z(x)$. Additions/bit are between $2 - 1/m$ and $2 + (n - 2)/m$ (inclusively).

or bytes ($\ell = 8$) for software-performance reasons, although other values are also possible. The cells can be seen as elements of $\mathbb{F}_{2^\ell}$.

The round function consists of four layers:

- A nonlinear S-box layer $\gamma$, that applies the same invertible S-box to every cell.

- A column-parity mixer $\theta$. Although it operates on elements of $\mathbb{F}_{2^\ell}$, the parity-folding matrix only contains 0 and 1.
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- A transposition layer. This consists of two steps: one that permutes the rows called \( \pi \) and one that performs cyclic shift operations (rotations) on the rows, called \( \rho \).

- The addition of round constants.

In the case of a block cipher, round keys can be added between the rounds that are derived from a cipher key (and a possible tweak in the case of tweakable block ciphers) by means of a key schedule. In this chapter we consider the design of key schedules out of scope.

The roles of the different layers are the same as in the well-known wide-trail strategy.

The role of the round constants is to remove invariants of the round function:

- Invariance of the round function with respect to simple transformations of the mappings of the state, such as rotations. Attacks relevant in this context are rotational cryptanalysis [KN10].

- Invariance of the round function across the different rounds. Relevant in this context are slide attacks [BW99].

- Existence of sets that are invariant under the round function. Relevant attacks are here invariant subspace attacks [LAAZ11].

5.5.2 Outline of the Steps in our Design Approach

We assume the designers are faced with the request to design a permutation or block cipher with some given width \( b \), that must be efficient on some given set of platforms. They also know whether side-channel attacks are a concern leading to the requirement of constant-time code or the ability to mask efficiently, and whether the inverse of the mapping must be efficient.

The first step in the design process consists of choosing \( \ell, m, \) and \( n \) with the constraint \( \ell mn = b \). As we have showed in Section 5.4.1, choosing \( m \)
large compared to \( n \) implies that there will be more states in the kernel of \( \theta \). Diffusion of isolated bits, however, benefits from choosing \( m \) large, as shown in Section 5.4.2.

Once \( \ell \) is determined, one can design the \( \gamma \) S-box quasi-independently of the other components of the round function. Important metrics are its algebraic degree, the maximum input-output correlation, the maximum differential probability, but also its implementation cost. For the latter, one should take into account which are the main implementation targets, such as ASICs, bitsliced software, or software using table lookups. This is not different from most design strategies.

The design of \( \theta, \pi, \text{ and } \rho \) can be performed in two phases, taking advantage of the kernel property of CPMs.

In a first phase, propagation is investigated of difference patterns and masks inside the kernel and that are truncated [Knu95]. The latter means that at cell level we do not consider the actual values but only whether the cell in the pattern is passive (all-zero) or active (nonzero). For such patterns, \( \theta \) acts as the identity function, as we impose that they are in the kernel. Moreover, \( \gamma \) acts as the identity, because the S-box is invertible and hence a nonzero input difference leads to a nonzero output difference, and any sum of bits at the output is balanced and hence a nonzero mask at the output cannot propagate to an all-zero mask at the input. It follows that the propagation of such patterns is fully determined by the transposition steps \( \pi \) and \( \rho \). As these steps just move cells around and do not mix them, this propagation is fully deterministic. Moreover, transpositions are their own transpose and hence masks and difference patterns propagate in the same way. Hence one can take a pattern \( A_0 \) in the kernel and propagate it forward through \( \rho \circ \pi \) resulting in \( A_1 \). If the resulting pattern can be in the kernel, one can propagate one more round and so on. A pattern that has at least one column with a single active cell cannot be in the kernel, all other patterns can. In a column with two active cells, these must have the same value (\( 2^\ell \) possibilities). In a column with three active cells, if two of the cells
have value $x$ and $y$, the third has value $x + y$ and hence it follows that $x \neq y$ ($2^4(2^4 - 1)$ possibilities). As the number of active cells grows, more cases can be distinguished. In any case, a pattern can be propagated through the rounds until it has a column with a single active cell.

This first phase can be used to select the rotation distances of $\rho$ and the $\pi$ permutation. This allows to reduce all possible values to a reasonably-sized set of candidate parameter values. For instance, if $\rho_0$ and $\rho_1$ are two rotation distances and $\rho_0 = \rho_1$, it makes it easier to remain longer in the kernel: a single orbital in some column will, after $\rho \circ \pi$, still be a single orbital. Hence this should be avoided. Similarly, when $\rho_i \neq \rho_j$ but $\rho_i = c \rho_j$ for all $i, j \in [0, m - 1], i \neq j$ where $c$ is some integer, there exist patterns with multiple orbitals that remain in the kernel after applying the transposition layer.

The obtained bounds on trails in the kernel can then be used in the second phase to decide on the amount of work one wants to do in the parity-folding matrix. A further selection of $Z$ candidates can be made by means of a full trail search and diffusion criteria such as the number of rounds to reach full diffusion or to meet the (strict) avalanche criterion.

Finally, the round constants can be designed quasi-independently from the other parts of the round function, such that various invariant attacks are not a concern [BCLR17].

5.5.3 Searching Linear and Differential Trails

Given a candidate design that follows the outlined approach, its resistance against truncated linear and differential cryptanalysis should be quantified by scanning a large search space of trails. For most ciphers nowadays, this search is performed using Mixed Integer Linear Programming (MILP). However, recently a very different technique was used to find trails for Keccak, which appeared to be quite promising [MDA17]. There, a unique decomposition of a difference pattern is defined, allowing a tree-based generation of so-called two-round trail
cores, where many branches can be pruned and symmetry can be used to skip over large parts in the search space. We will explain this in more detail.

We use techniques that are based on that work to find trails for our design. However, to make it work for our design, we have to make a number of modifications. In this section we will also highlight the most interesting differences, that are due to the different dimensions of the states and the choice of a bit-oriented design versus a design with an almost arbitrary cell size $\ell$.

**Trails.** A trail $Q$ is a sequence over $r$ rounds. In the case of linear cryptanalysis, it is a sequence of masks. In the case of differential cryptanalysis, it is a sequence of difference patterns. This section mostly uses the neutral term *state pattern*. A cell in a state pattern is called *passive* when it is 0 and *active* when it is any nonzero value.

We barely distinguish between linear and differential cryptanalysis, because we have shown in Section 5.3 that masks propagate through $\theta^T$ in the same way that differences propagate through $\theta$. Furthermore, the $\gamma$ step acts as the identity function as it does not alter the activity of cells: what is active remains active and what is passive remains passive. The same holds for the addition of round constants. Linear masks also propagate the same as differences through row permutations and rotations. This means that the only difference between searching truncated differential and truncated linear trails is that in differential trails, forward propagation through $\theta$ is governed by $Z$, and in linear trails backward propagation through $\theta$ is governed by $Z^T$.

Because we only consider truncated trails, we only look at cells and not at individual bits. The *weight* $W$ of a trail $Q$ over $r$ rounds is defined as $W = \sum_{i=0}^{r-1} |q_i|$, where $|q_i|$ denotes the number of active cells in $q_i$.

**Trivial trails in the kernel.** The possibility to remain in the kernel leads to some trivial trails. One example of a starting state pattern is given in Fig. 5.1a, for dimensions $m = 4$ and $n = 16$, with two full rows of active cells. In general, for
all dimensions, if the column parity is the all-0 vector, $\theta$ will just be the identity function. Furthermore, a transposition layer consisting of row permutations and rotations will be unable to move the pattern out of the kernel. This leads to a trivial trail over an arbitrary number of rounds. However, this trail has a high weight of $W = 2nr$ active cells.

When $Z$ is circulant, when there is only one full row of active cells and when the column parity is therefore the all-1 vector, $\theta$ is the identity function when the number of affected columns for a single active cell is even. Then there is a trail of weight $W = nr$ active cells. Recall that a column is affected when its bit in the $\theta$-effect is one. When the number of affected columns is odd, $\theta$ will be the complement function. The trail (with even length) will then have weight $W = n^2 + (m - 1)n^2 = mn r/2$ active cells.

For reasonable dimensions, $n$ is high enough such that these do not pose a problem. Other state patterns with fewer active cells might be able to stay in the kernel for one or two rounds, but the transposition layer should always move them out of the kernel soon. An example is shown in Fig. 5.1b. This means that the property that a CPM has a kernel will not pose a serious threat.

![Figure 5.1: Examples of state patterns in the kernel.](image)

**Generating two-round trails.** In an $r$-round trail with weight $W$ the average weight per round differential is $\frac{W}{r}$ and hence it always contains a round differential with weight $L \leq \lfloor \frac{W}{r} \rfloor$ active cells. When one wants to find all $r$-round trails up to weight $W$, one can therefore generate round differentials up
to weight $L$ and extend all of them forward and backward $r-1$ rounds. However, it was observed in [MDA17] that there are fewer two-round trail cores with weight below $2L$ than differentials of weight below $L$. We therefore generate two-round trail cores up to weight $2L + 1$ active cells and extend them $r-2$ rounds forward and backward.

Similarly to [MDA17], generating the two-round trails is modeled as the traversal of a tree, where each node represents a pair of state patterns at the input and output of $\theta$. The root is formed by the empty state patterns. The idea is that the weight monotonically increases when visiting a node’s children. It is then possible to prune the branches of which it is known that all descendants will have a weight higher than $2L$.

As with Keccak-$f$, we can uniquely decompose every state pattern into a \textit{parity-bare state} and a list of \textit{free orbitals}. A parity-bare state is a state pattern that does not have free orbitals. A free orbital is a pair of two active cells in an unaffected column, as was already mentioned in Section 5.4.1. Removing a free orbital from a state pattern also removes two active cells after $\theta$, so adding a free orbital to a state pattern will always increase the weight of a trail by 4 active cells. This decomposition reduces the problem to that of generating all parity-bare states in a weight-increasing manner, because we can construct all states up to some weight $2L + 1$ by generating all parity-bare states up to that weight and adding free orbitals to those where there is still budget.

A parity-bare state consists of a list of odd columns, i.e., columns with nonzero parity. Initially, at the root node, this list is empty. Then one odd column is added to the list. This means that the children of the root node are all the state patterns with a single odd column. At every level of the tree, new columns are added.

On top of the tree of parity-bare states, all the nodes also form the root of their own tree, now maintaining a list of free orbitals, such that at each level free orbitals are added up to the limit weight. Together, this guarantees that all two-round trails will be found.
Moreover, the rotation-symmetric nature of the state in the horizontal direction and of all operations allow us to prune many more branches of the trees. There is only need to consider canonical state patterns, where a state pattern is defined to be canonical if and only if it is minimal under all horizontal translations given a total ordering over state patterns. In this case, the total ordering is just the lexicographical ordering on \([z, y]\), where \(z\) is the horizontal axis and \(y\) the vertical axis, to keep the notation similar to [MDA17]. The lower left has coordinates \((z, y) = (0, 0)\).

**Propagation of cells and trail extension.** After having generated two-round trail cores, they need to be extended forward and backward by \(r - 2\) rounds. With Keccak-\(f\), extension implies that one needs to check which patterns are compatible through the nonlinear \(\chi\) step. Given a nonzero state pattern at the end of a trail, there are multiple possibilities after \(\chi\) and each case needs to be explored. This branching behaviour causes an exponential increase of the search space when extending to more rounds.

However, in our case we are considering truncated trails and \(\gamma\) has no effect on state patterns. This is very different from the situation in [MDA17]. Instead, this branching behaviour is now caused by \(\theta\).

To see this, consider a state pattern before and after \(\theta\). Assume a column has \(\geq 2\) active cells before \(\theta\). To apply \(\theta\), we start by computing the parity of that column. This means that we sum over nonzero differences (in the case of differential cryptanalysis). It is possible that this results in a nonzero difference (i.e., the column is odd), but it is also possible that the nonzero differences cancel each other out and the column becomes even. Both cases should be explored and this causes the search space to branch.

There is another source of branching. We distinguish between four types of columns: even affected, even unaffected, odd affected, and odd unaffected.

When a column of the state pattern is unaffected, \(\theta\) will not add anything to the cells in that column. Therefore, cells that were active before \(\theta\) will remain
active after $\theta$. Passive cells will also remain passive. We therefore only need to consider affected columns. In affected columns, every cell that is passive before $\theta$ becomes active after $\theta$, as a nonzero difference is added to a difference of zero in the case of differential trails. However, if a cell is active before $\theta$, it is unknown whether it will remain active or will cancel out after $\theta$, as some nonzero difference is added to some nonzero difference. A search for truncated trails would need to consider both cases for all active cells in affected columns.

However, one can do slightly better. How an active cell propagates depends on the number of active cells in that column. As an example, let $#_x$ denote the number of active cells in column $x$ (and let $m \geq 4$). We will make a case distinction on whether $x$ is even or odd, and on $#_x$, up to $#_x = 4$.

$#_x = 0$, column $x$ even. Nothing can cancel out. Of course, all cells become active (with the same difference value) after $\theta$.

$#_x = 0$, column $x$ odd. Impossible.

$#_x = 1$, column $x$ even. Impossible.

$#_x = 1$, column $x$ odd. That active cell may cancel out or not after $\theta$.

$#_x = 2$, column $x$ even. This can only happen when the two active cells have the same difference value. When $x$ is affected, the two active cells either both cancel out after $\theta$, or none of them, but never only one.

$#_x = 2$, column $x$ odd. This can only happen when the two active cells have a different difference value. Therefore, either no active cells cancel out after $\theta$, or one of them, but never both.

$#_x = 3$, column $x$ even. This can only happen when all three active cells are different. At most one of the active cells cancels out after $\theta$.

$#_x = 3$, column $x$ odd. Now there are more possibilities. The active cells can be all the same, all different, or can consist of one pair and one other value. This implies that any in $\{0, 1, 2, 3\}$ active cells cancel out after $\theta$. 
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\( \#_x = 4 \), **column \( x \) even.** The active cells are all the same, all different, or consist of two pairs. So any in \( \{0, 1, 2, 4\} \) active cells cancel out after \( \theta \).

\( \#_x = 4 \), **column \( x \) odd.** All combinations are possible, except that all active cells have the same difference value. Therefore any in \( \{0, 1, 2, 3\} \) active cells may cancel out after \( \theta \).

This can be extended further to higher values for \( \#_x \), but the relative amount of cases that can be skipped will then decrease. It is clear that the search space of differential trails branches heavily with a CPM.

We wrote dedicated software to traverse the search space of truncated linear and differential trails for designs following our approach. The software is freely available at [https://github.com/Ko-/cpm](https://github.com/Ko-/cpm).

**5.6 The Mixifer Permutation**

**5.6.1 Design Goals**

To show an instance of this design strategy, in this section we introduce a concrete permutation and study its security and efficiency. We aim for a suitable permutation for lightweight applications, such as in the Internet of Things. In this case, with “lightweight” we mean that it should be fast in constant-time code for microprocessors such as the ARM Cortex-M series and that it should require little area in ASICs.

This could be used in a simple (single-key) Even-Mansour construction [EM93] to build a block cipher or in a construction such as XPX [Men16] to build a tweakable block cipher. Based on this, one could even build other primitives such as authenticated encryption. Depending on the mode, we may or may not need the inverse permutation. To make the permutation more flexible, we therefore require that the inverse also needs to be efficient.

For efficient full-width processing in software, we would like a state size that is a power of two. A potential problem with a state size \( b \) of 128 bits is that
this gives a birthday bound of only 64 bits, which may or may not be an issue depending on the mode in which this permutation is to be used. Again, we design this permutation to be useful in many scenarios, which is why we choose our state size to be equal to the next power of two, $b = 256$ bits. This gives a birthday bound of 128 bits, which should be more than enough.

To achieve fast constant-time code, we aim for a round function that can be efficiently implemented with bitwise Boolean instructions and cyclic shifts. This has implications for the way we arrange the bits of the cells in CPU words.

5.6.2 The Construction

First we have to select $\ell$, $m$ and $n$. To have an efficient inverse of $\theta$, we choose $n$ to be even, such that $\theta$ becomes an involution. For an efficient bitsliced implementation of $\gamma$, we choose $\ell = 4$. Now both 8 rows and 8 columns, and 4 rows and 16 columns are viable options. We set $m = 4$ and $n = 16$, based on the trivial in-kernel trails discussed in Section 5.5.3.

For $\gamma$, applying a 4-bit S-box to every nibble separately can quickly become expensive. We make sure that, in software, the S-box can be applied efficiently on a full row, without using lookup tables or other operations that might lead to timing attacks. We suggest a bitsliced state representation and explore one such possibility in Section 5.6.5. This works when the S-box is rotation-symmetric.

An $\ell$-bit S-box $S : \mathbb{F}_{2^\ell} \rightarrow \mathbb{F}_{2^\ell}$ is rotation-symmetric if and only if $S(a \gg d) = S(a) \gg d$ for all $a \in \mathbb{F}_{2^\ell}, d \in [0, \ell - 1]$, where $\gg$ denotes bitwise rotation. Properties of rotation-symmetric S-boxes (RSSBs) have been explored in, e.g., [RBG08] and [Kav12]. Rotation-symmetric S-boxes are determined by a single coordinate function. There are therefore only $2^4$ 4-bit rotation-symmetric functions, which makes them efficiently enumerable. We search exhaustively through these candidate S-boxes to find an example with nice cryptographic properties and that also has an efficient implementation. Out of the 65536 functions, 1536 are invertible. Of course, many are linearly and/or affinely
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equivalent to each other [LP07]. Out of these 1536 candidates, 512 are optimal S-boxes, as defined in [LP07]. This means that they have a maximum differential probability of $1/4$ and a maximum input-output correlation of $1/2$. All of these have 3 as their algebraic degree. We then selected the S-box based on the number of binary Boolean operations that are required to compute it and its inverse. It can be defined in algebraic normal form by the coordinate function $b_0 = a_1 + a_2 + a_0a_2 + a_1a_2 + a_1a_2a_3$. More details and representations can be found in the appendix of the original publication [SD18].

For the first phase of selecting $\theta$, $\pi$, and $\rho$, we consider trails in the kernel of $\theta$. Because of all the symmetry, we can arbitrarily set one rotation distance to zero, shaving off a few more operations. After some experiments, we set $\pi$ to be the permutation that rotates all rows down. $\rho$ rotates rows nibble-wise to the right by the distances 14, 3, 10, and 0, respectively, from top to bottom. This yielded a best trail with a weight of 52 active cells over 4 rounds. For implementation efficiency, we also make $\rho$ compute an intra-nibble rotation to the left for all nibbles that are wrapped to the other side. In Section 5.6.5 it will become clear why this is actually more efficient and not less. Note that this does not affect our truncated-trail search.

For the second phase, the parity-folding matrix $Z$ should be chosen such that the truncated-trail search yields bounds that are not much better than the in-kernel trails. We end up with a circulant matrix where a column can affect three other columns. Over 4 rounds, the best differential trail then has a weight of 46 active cells.

The steps of the round function have high symmetry. All four $\gamma$, $\theta$, $\pi$, and $\rho$ are invariant under rotation along the rows and rotation of bits within the cells. Moreover, $\gamma$ and $\theta$ are even invariant under rotation along the columns. We therefore add round constants, that should achieve the following goals:
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1. Applying a few rounds to a state that has some symmetry \( A \oplus (A \gg d) = 0 \) shall result in a state \( B \) where \( B \oplus (B \gg d) \) has high Hamming weight, for all values of \( d \).

2. Applying a few rounds to two states \( A \) and \( A^* \) with \( A' = A \oplus A^* \) and \( A' \oplus (A' \gg d) = 0 \) shall result in a difference \( B' \) where \( B' \oplus (B' \gg d) \) has high Hamming weight, for all values of \( d \).

3. There shall be no invariant subspaces in the linear part of the round function, including the addition of the round constant.

4. Round-constant addition shall be cheap.

The minimum cost of round-constant addition is a single bitwise addition per round. Therefore, we have round constants that are nonzero in a single word. We choose the word that contains the nibbles of the top row in even positions. We use a simple scheme to achieve asymmetry: all round constants are obtained by performing a (noncyclic) shift of a single master round constant, where the shift offset is simply the round index. We believe criteria 1 and 2 listed above are satisfied for the following reasons. First, the round constants are outside the kernel and hence their influence will spread very quickly. Second, they do not have symmetry along the rows or within the nibbles.

As for criterion 3, we investigated the algebraic properties of the linear part of the round function, as explained in [BCLR17]. It can be seen as 4 identical mappings, each operating on the bits in a specific position of the nibbles. So each one operates on a matrix of 4 rows and 16 columns. The characteristic polynomial of this mapping is \( 1 + x^{64} = (1 + x)^{64} \). This suggests that it has nontrivial invariant subspaces of dimension 1, 2, 4, 8, 16, 32. These are easy to find, knowing the symmetry. The ones of dimension above 2 simply consist of states that have periodic rows. The subspace of dimension 32 is the set of all states with period 8, dimension 16 with period 4, dimension 8 with period 2 and dimension 4 with period 1 (rows are all-1 or all-0). The subspace with
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dimension 2 are the 4 states with an even number of all-1 states and an even number of all-0 rows. Finally, the subspace with dimension 1 are the all-0 and the all-1 state.

The 32 active bits in the round constants are spread evenly over these 4 mappings. It would be problematic if the differences between the round constants were all periodic. We made sure that this is not the case.

The master round constant has the following value expressed as a bit sequence: 11000110111010100010111001111, starting with the least-significant bit. This has been generated with the 5-bit LFSR with feedback polynomial $1 + x^3 + x^5$. While there are linear recurrences among bits due to a short LFSR, this has no relation with the symmetry in the steps of the round function and we therefore believe that this is not a problem.

The round constant for round $i$ is this sequence shifted to the left by $i$ bits.

Summary. To summarize this and to make this more precise, we introduce a 256-bit iterated permutation called Mixifer. Mixifer consists of 16 rounds. The 256-bit state is arranged as $m = 4$ rows with $n = 16$ columns of 4-bit nibbles. Every round consists of applying $\iota \circ \rho \circ \pi \circ \theta \circ \gamma$.

$\gamma$ is a nonlinear mapping, the S-box. It is a 4-bit S-box that is applied to each nibble. We choose the rotational-symmetric S-box defined by the following equation (over $\mathbb{F}_2$) for the first coordinate: $b_0 = a_1 + a_2 + a_0 a_2 + a_1 a_2 + a_1 a_2 a_3$.

$\theta$ is our column-parity mixer, defined by dimensions $m = 4$, $n = 16$, and by the following circulant parity-folding matrix $Z$:

$$Z = \begin{bmatrix}
0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & \cdots & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & \cdots & 1 \\
1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & \cdots & 0
\end{bmatrix}.$$
Alternatively, the parity-folding polynomial is \( z(x) = x + x^2 + x^5 \).

\[
\begin{align*}
A \oplus 1^T_A & \rightarrow \theta(A) \\
\end{align*}
\]

\[\circlearrowright \pi \text{ permutes the rows as follows: } 0 \mapsto 1, 1 \mapsto 2, 2 \mapsto 3, 3 \mapsto 0, \text{ where } \{0, 1, 2, 3\} \text{ are row indices, starting from the top.}\]

\[\circlearrowright \rho \text{ rotates the 4 rows nibble-wise to the right by the distances 14, 3, 10, and 0, respectively, from top to bottom. Additionally, all the nibbles that are wrapped to the other side are rotated to the left by 1 bit within that nibble.}\]

\[\circlearrowright \iota \text{ adds a round constant into the even cells of the top row, starting to count at 0, as highlighted in Fig. 5.4. In round } i \text{ this is } 0xF3485763 \text{ shifted to the right by } i, \text{ again starting to count at 0.}\]
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Figure 5.4: Locations where $t$ adds the round constant.

5.6.3 Evaluation

**Avalanche effect.** We first study the diffusion of our CPM by considering the avalanche effect for Mixifer. Good diffusion implies that a single bit will quickly affect as many other bits as possible. Avalanche testing is a quick and easy test to quantify how quickly diffusion takes place.

For each of the 256 bits, we generate 10000 random states. A round-reduced Mixifer is then applied to that state and to that state where one bit is flipped. Each time, we look at the differences between the outputs. We consider the amount of bits that are flipped, but also in how many different cells bits are flipped. It can be seen in Table 5.2 that a single bit flip in a random state has very rapid diffusion. Already after 3 rounds, each bit of the output is flipped with 50.0% probability. This is also known as the strict avalanche criterion.

Table 5.2: Avalanche test flipping a single bit.

<table>
<thead>
<tr>
<th>Rounds</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average probability bit flip</td>
<td>10.2%</td>
<td>47.1%</td>
<td>50.0%</td>
</tr>
<tr>
<td>Average probability cell change</td>
<td>20.2%</td>
<td>88.83%</td>
<td>93.8%</td>
</tr>
<tr>
<td>Worst-case bits flipped</td>
<td>13</td>
<td>44</td>
<td>89</td>
</tr>
<tr>
<td>Worst-case cells changed</td>
<td>13</td>
<td>32</td>
<td>48</td>
</tr>
</tbody>
</table>

Another way to test the avalanche effect is by starting with a state where only a single bit is set, and to measure how many rounds it takes before every
bit in the state is touched. Typically, operations can be changed to 0Rs and it can be checked when all bits in the state are set. The results are listed in Table 5.3. After 5 rounds, ‘full’ diffusion is achieved from every starting bit.

**Table 5.3:** Avalanche test starting with single bit set.

<table>
<thead>
<tr>
<th>Rounds</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worst-case bits set</td>
<td>71</td>
<td>196</td>
<td>243</td>
<td>255</td>
<td>256</td>
</tr>
<tr>
<td>Worst-case cells set</td>
<td>25</td>
<td>58</td>
<td>63</td>
<td>64</td>
<td>64</td>
</tr>
</tbody>
</table>

**Linear and differential cryptanalysis.** A strategy for searching truncated linear and differential trails has been outlined in Section 5.5.3. Here, we only summarize the trails and bounds that we computed for Mixfer.

First it should be verified that the kernel of the CPM does not pose a serious concern and that it is infeasible to stay in the kernel for many consecutive rounds, except for trivial trails where two full rows are active, as was discussed in Section 5.5.3. We generated trails where the state pattern remains in the kernel until the last round. The number of active cells per state pattern in the trail is therefore constant. The in-kernel bounds are summarized in Table 5.4 and the actual figures are in Figs. 5.5 and 5.6.

**Table 5.4:** Minimum weight for trails in the kernel until the last round.

<table>
<thead>
<tr>
<th>Number of rounds $r$</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum $W$ active cells</td>
<td>4</td>
<td>18</td>
<td>52</td>
</tr>
</tbody>
</table>
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Figure 5.5: Trail in the kernel until the third round with $W = 18$.

Figure 5.6: Trail in the kernel until the fourth round with $W = 52$.

Outside of the kernel, we first use our software to generate two-round trails. After extending these two-round trails, we find the minimum-weight trails for three and four rounds, both for linear and for differential trails. For three rounds, both the best linear and the best differential trail have a weight of 27 active cells. The minimum-weight trails can be found in Figs. 5.7 through 5.10.
Figure 5.7: Differential trail over 3 rounds with $W = 27$.

Figure 5.8: Differential trail over 4 rounds with $W = 46$. 
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Figure 5.9: Linear trail over 3 rounds with $W = 27$.

Figure 5.10: Linear trail over 4 rounds with $W = 40$. 
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For this experiment, Fig. 5.11 shows the number of two-round differential trails that needed to be considered and their weights. The plot for linear trails would look similar.

![Graph showing number of active cells of two-round differential trails.]

**Figure 5.11:** Number of active cells of two-round differential trails.

Table 5.5 shows the overall minimum weights, combining trails in the kernel and outside the kernel. It can be seen that after four rounds, the trails in the kernel are no longer the minimum-weight trails. We expect the weight to again increase significantly for subsequent rounds, but we were not able to cover the full search space anymore.

**Table 5.5:** Minimum weight in number of active cells for trails.

<table>
<thead>
<tr>
<th>Number of rounds $r$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum $W$ differential</td>
<td>1</td>
<td>4</td>
<td>18</td>
<td>46</td>
</tr>
<tr>
<td>Minimum $W$ linear</td>
<td>1</td>
<td>4</td>
<td>18</td>
<td>40</td>
</tr>
</tbody>
</table>
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**Clustering of differential trails.** So far we have considered truncated trails. However, as the round function is cell-oriented, there may be significant cases of trail clustering. In particular, there may be multi-round differentials with many differential trails in the same truncated differential trail.

For two-round AES, this was investigated in [DR06] and it turned out that the differential over two rounds has a maximum differential probability (DP) of $13.25 \times 2^{-32}$, while the best two-round trail has DP $4 \times 2^{-32}$. The differential is the result of 75 trails, all in the same truncated trail. These investigations were done on an interesting sub-structure of AES, the so-called AES super-box. This structure is a permutation operating on a 4-byte array and consists of the SubBytes S-box layer, MixColumns, round key addition, and again a SubBytes S-box layer, all restricted to a 4-byte array. The best differentials over that structure have in total 5 active S-boxes over the two SubBytes layers and those are the ones that are investigated.

For Mixifer, we analyze an analogous case, namely the best differential trails over two rounds. Those are the ones with two active cells that form an orbital in $\theta$ of the first round. So we have two nibbles in the same column with difference values $d_0$ and $d_1$ at the input of $\gamma$, that maps them both to the same difference $d_\Delta$. The subsequent $\theta$ acts as the identity and $\rho$ and $\pi$ move them to different positions before they arrive at the next $\gamma$ layer. There, the two active nibbles map to output differences $d_2$ and $d_3$. The remainder of the second round does not modify the differential probability. So the super-box structure we consider consists of two $\gamma$ S-boxes, followed by two $\gamma$ S-boxes. There is no mapping in between, only the requirement that in the intermediate difference the two active cells are equal. So the trails look like this: $(d_0, d_1) \xrightarrow{\gamma} (d_\Delta, d_\Delta) \xrightarrow{\gamma} (d_2, d_3)$. This means that their differential probability is $\text{DP}(d_0, d_\Delta)\text{DP}(d_1, d_\Delta)\text{DP}(d_\Delta, d_2)\text{DP}(d_\Delta, d_3)$. Assuming independent rounds, they contribute to the super-box differential in the following way:

$$\text{DP}((d_0, d_1) \to (d_2, d_3)) = \sum_{d_\Delta} \text{DP}(d_0, d_\Delta)\text{DP}(d_1, d_\Delta)\text{DP}(d_\Delta, d_2)\text{DP}(d_\Delta, d_3).$$
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A single trail can have DP at most $2^{-8}$, as the maximum DP of our S-box is $2^{-2}$. We have exhaustively checked for all $2^{16}$ possible combinations of $(d_0, d_1, d_2, d_3)$, and the differential with the highest DP turned out to be the one where all $d_i$ are all-1 (so $F$ in hexadecimal). It has DP $2^{-8} + 6 \times 2^{-12}$ that is the contribution of 7 trails, one dominant with DP $2^{-8}$ and 6 with DP each $2^{-12}$. This gives a DP for the differential that is only a factor 1.375 higher than that of its dominating trail.

As a preliminary conclusion, it appears that the effect of clustering appears to be smaller than for AES.

**Impossible-differential cryptanalysis.** It is well-known that every permutation has many impossible differentials [BBS05]. For any input difference, there are exactly $2^{b-1}$ pairs and hence there can be only $2^{b-1}$ output differences. However, to the best of our knowledge no attacks have been reported that exploit that aspect. Impossible-differential attacks exploit large classes of impossible differentials, i.e., differentials with zero probability. Here we will discuss whether this can be applied to Mixfer.

Let us consider a single-cell difference at the input of a round (called *first round*):

- **First round:** $\theta$ maps the single active cell to a difference with three additional affected columns and the subsequent $\rho$ moves the active cells to different columns.

- **Second round:** $\gamma$ transforms the difference values of the 13 active cells to possibly different values. The subsequent $\theta$ adds affected columns. We found that at this stage, *all* columns can be affected. The subsequent $\rho$ and $\pi$ steps just move the active cells around.

- **Third round:** $\gamma$ transforms the difference values of the active cells to possibly different values. Within each column, all possibilities can occur: in the kernel or out of the kernel, all four the same $4$, three the same $3 + 1$, $2 + 2$, $2 + 1 + 1$ and all four different $1 + 1 + 1 + 1$. The subsequent $\theta$ computes
column parities over all columns and adds three affected columns for each one. This leads to a state where each cell can be active or passive, with the exception of an all-passive state. This remains to be the case after $\rho$ and $\pi$.

So a difference with a single active cell may lead to any (nonzero) truncated difference after three rounds. If we consider fully specified patterns taking into account the cell-difference values, we have verified that, when we apply a difference $a$ to the serial composition of two S-boxes with the addition of an offset in between, that this may lead to all possible nonzero differences for any nonzero value $a$. So, even though for any stage of the computation there will certainly exist (nontruncated) difference patterns that cannot occur, after $\gamma$ of the fourth round, it will be very hard to exploit them.

We treated the case of a difference pattern with a single active cell. If there is more than one active cell, one may try to slow down diffusion by having the pattern at the input of $\theta$ of the first round in the kernel. In that case, one would apply a pattern at the input consisting of one or more orbitals. However, after $\gamma$ of the first round, the difference values of the active cells belonging to the same orbital depend on the absolute value of the state, and hence they are only equal in a subset of all cases. So for the other cases that may occur and are hence not impossible, there are actually more active cells present after $\theta$ and hence diffusion is even faster.

We see that Mixifier has no exploitable impossible differentials that start from a single-cell difference over more than 3 rounds. This is actually as good as AES despite the larger number of cells, and we attribute it to the large average diffusion of the column-parity mixer that we use.

**Invariant attacks.** Under invariant attacks, we consider rotational cryptanalysis [KN10], slide attacks [BW99], invariant subspace attacks [LAAZ11], and nonlinear invariant attacks [TLS16]. One property that these attacks share, is that they can be defeated by appropriately choosing round constants [BCLR17].
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We explicitly designed our round constants to fulfill all the relevant criteria, which is why we conclude that there are no exploitable invariant attacks against Mixifer.

5.6.4 The Number of Rounds

Recall that we aim for use cases such as XPX [Men16], where an adversary can apply difference patterns across the complete input and can do inverse permutation queries, and that we target a security level of 128 bits. Note that this is different than for block ciphers where by default a security level equal to the block length is claimed, leading to the absurd situation that attacks requiring an adversary to query almost the full codebook can “break” a cipher, at least from an academic perspective. Our security claim is compatible with the fact that most modes do not achieve security above the birthday bound, that is at a comfortable 128 bits for our permutation width.

Based on our investigations, we fix the number of rounds to 16 and believe that this gives a comfortable safety margin for the following reasons:

- The best differential trails over 4 rounds have DP $2^{-92}$, so the best ones over 12 rounds have an approximated DP of $2^{-276}$. In our best 2-round differential trail, the DP is $2^{-8}$, while the best 2-round differential has DP $1.375 \times 2^{-8} \approx 2^{-7.54}$. So clustering may lead to some loss, but even dividing the exponent of the best trail DP by two would give $2^{-138}$, an unexploitable value.

- For linear trails we have a maximum linear potential (square of the correlation) over 4 rounds of $2^{-80}$, resulting in $2^{-240}$ over 12 rounds. This is slightly less comfortable than the case of differential trails, but it is still very large, even if a huge degeneration due to clustering would occur.

- The number of rounds for which structural attacks, such as integral cryptanalysis and impossible differentials, still work, is strongly correlated
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with the number of rounds that it takes to achieve full diffusion. We have illustrated this explicitly with impossible differentials. Specifically, we claim that despite its larger state and more lightweight round function, Mixifer achieves full diffusion about as fast as AES.

- The algebraic degree of the round function is 3, as is that of its inverse. This already starts saturating after 5 rounds, so we do not expect there to be any problems.

Of course every concrete cipher can only be considered secure after intensive public scrutiny so we invite all members of the cryptographic community to attack Mixifer.

5.6.5 Implementation Cost

Mixifer is designed for efficient constant-time implementations in hardware and in software on 32-bit and 64-bit architectures. We provide two reference implementations in C and an optimized assembly implementation for the (32-bit) ARM Cortex-M3 and M4 microprocessors.

The first C implementation uses 4 uint64_t's to represent the state and implements the round function in a very straightforward way. In a naive software implementation like this, \( \gamma \) can be relatively computationally expensive. The S-box needs to be computed for each cell individually. Even when one applies the S-box to an entire row in parallel, bitmasks are typically required to separate the four bits of a cell over separate registers. By selecting a rotation-symmetric S-box and assuming a bitsliced state, this can be made more efficient, especially on architectures such as those by ARM where shifts and rotations are cheap. After loading our state, we take it to be organized as in Fig. 5.12.

The \( i \)th byte of a 32-bit word stores the \( i \)th bit for 8 cells, as the S-box can then be computed in just 4 instructions per register. We also choose to interleave adjacent cells over two words, as a word-rotation by one nibble is now only a bytewise rotation by one bit and a swap of registers, which is free, instead of
having to do this bytewise rotation on two words. The second C implementation uses this approach and represents the state with 8 \texttt{uint32_t}s.

![Diagram of bitsliced representation for 32-bit architectures.](image)

**Figure 5.12:** Bitsliced representation for 32-bit architectures. At the top is the 256-bit state, where every small rectangle is a bit. At the bottom are 8 32-bit registers labeled \texttt{r0} to \texttt{r7}, where every colored rectangle is a byte.

Chapter 6 provides more details on the microarchitectures, but on the ARM Cortex-M3 or M4, we can compute $\gamma$ with this representation in 32 single-cycle instructions. On a 64-bit architecture, this could naturally be twice as efficient. Computing $\theta$ takes 6 cycles for computing the parity, 17 cycles for calculating the effect, and 8 cycles for adding it back to the state. $\pi$ can be implemented by just renaming registers, and $\rho$ takes us 2 cycles per row, except for the last row which is not rotated, so only 6 cycles in total. $\iota$ takes a single cycle.

All combined, our optimized assembly implementations needs 70 cycles for a single round. Together with some overhead for a function call and for loading and storing data, the full unrolled 16-round permutation runs in 1174 cycles, or 36.69 cycles per byte on the ARM Cortex-M4, as measured on an STM32F407 microcontroller. For ARM Cortex-M3, we measure 1175 cycles on an STM32L100.
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microcontroller. The implementation uses only 44 bytes on the stack, excluding the input. They are mostly to store callee-save registers.

Notably, the inverse permutation has the same memory requirements and even a slightly higher speed, measuring 1126 cycles on the STM32F407.

All source code is put into the public domain and available at https://github.com/Ko-/mixifer.

5.6.6 Comparing to Other Ciphers

To put our bounds and benchmarks into context, we compare the results to some other permutations and ciphers. We aim to make this comparison fair by only considering schemes for which there is an optimized implementation for the ARM Cortex-M3 or M4. Aside from the usual speed and size numbers, we would also like to somehow incorporate the quality of a round function into the comparison.

Some schemes have many lightweight rounds while others have more computationally demanding rounds, but need fewer of them to reach a certain level of security. Some schemes are also more conservative than others with regard to the number of rounds compared to the best known attacks. Moreover, schemes target different security levels. All of that makes it hard to quantify the notion of the quality of a round function in a meaningful way. Intuitively, however, we believe that it would be interesting to look at the amount of security that is gained per amount of work that has to be done.

Table 5.6 lists some of the results. Regarding security, we consider the weight that a single round adds to the best known differential trail. In the table, the weight is expressed as the \(-\log_2\) of the maximum differential probability (DP). Work is then quantified as the number of cycles per byte per round on these Cortex-M microarchitectures. Of course these numbers do not reflect security against different types of attacks, performance on different architectures, the security margin, and so on.
AES [DR02] is a prime example of a cipher using an MDS matrix and with strong bounds. For fair comparison, we also mention performance numbers for a bitsliced implementation that does not use any secret-data dependent lookup tables and is not vulnerable to cache attacks. Gimli [BKL+17] is a 384-bit permutation with a much lighter round function which shows in its speed, but also in the best known trails. We compare to Salsa20/20 [Ber08b] because it is known to be very fast in software. The speed that is mentioned, is actually that of ChaCha20 [Ber08a], which has comparable speed. However, to the best of our knowledge, no bounds are known for ChaCha20 and Salsa20/20 does not have an optimized implementation for the Cortex-M3 and M4. We compare to Keccak-\(f[400]\) and Keccak-\(f[800]\) [BDPV11b] because they are known to have very strong security guarantees against linear and differential cryptanalysis in the form of a good bound on the weight of trails [MDA17]. The big gap in performance is because Keccak-\(f[800]\) is the smallest Keccak-\(f\) that can fully use 32-bit registers.

It is clear that Mixifer may not be as fast as Salsa20/20 or Gimli, but their currently available bounds leave something to be desired, although they may improve in the future. When one considers the amount of security that one gets per amount of work that needs to be done, Mixifer stands out.

5.7 Conclusions and Future Work

We have generalized the mixing layer of the permutation of Keccak and showed that column-parity mixers are an interesting alternative to MDS matrices. They can be very lightweight mixing layers and they lend themselves well to bitsliced implementations, even for nibble-oriented ciphers and permutations. Additionally, we formulated a strategy to obtain strong bounds with respect to truncated linear and differential cryptanalysis and demonstrated its effectiveness by an exemplary permutation called Mixifer.
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**Table 5.6:** Comparison of performance on the Cortex-M3/M4 and bounds.

<table>
<thead>
<tr>
<th>Name</th>
<th>r</th>
<th>Speed (cycles/byte)</th>
<th>Bound trails</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Full /r</td>
<td>– log₂(max DP) /r</td>
</tr>
<tr>
<td>AES bitsliced</td>
<td>10</td>
<td>50.52 [SS16c] 5.05</td>
<td>150 over 4 [DR02] 37.5</td>
</tr>
<tr>
<td>AES tables</td>
<td>39.97 [SS16c] 4.00</td>
<td>52 over 8[BKL+17] 6.5</td>
<td></td>
</tr>
<tr>
<td>Gimli</td>
<td>24</td>
<td>21.81 [BKL+17] 0.91</td>
<td>92 over 6 [MDA17] 15.3</td>
</tr>
<tr>
<td>Keccak-f[400]</td>
<td>20</td>
<td>106 [BDH+] 5.3</td>
<td>92 over 6 [MDA17] 15.3</td>
</tr>
<tr>
<td>Keccak-f[800]</td>
<td>22</td>
<td>48.02 [BDH+] 2.18</td>
<td>92 over 6 [MDA17] 15.3</td>
</tr>
<tr>
<td>Salsa20/20</td>
<td>20</td>
<td>13.88 [HRS16] 0.69</td>
<td>18 over 3 [MP13] 6</td>
</tr>
<tr>
<td>Mixifer</td>
<td>16</td>
<td>36.69 2.33</td>
<td>92 over 4 23</td>
</tr>
</tbody>
</table>

CPMs look promising, but there are still some interesting aspects that are worth investigating. For instance, intuitively it makes sense that a sparser parity-folding matrix means less diffusion and a cheaper implementation, but it is less obvious what would be an ideal trade-off and how this relates to the trail search space that needs to be covered. One can imagine that after some point, there is not so much to be gained by making a parity-folding matrix denser, especially when considering trails over many rounds.

For circulant parity-folding matrices, there exist interesting patterns after one selects which columns should be affected given a single isolated active cell. For example, consider the case where \( z(x) = x + x^2 + x^3 + x^4 \). Then a single active cell leads to four affected columns. However, with two active cells in adjacent columns, there would be some destructive interference in the \( \theta \)-effect leading to only two affected columns. In general, something similar can happen with other parity-folding matrices and multiple odd columns. It is worth investigating what is an optimal choice.
As another example, it would be interesting to know whether there exist better transposition layers than a combination of row permutations and rotations. Or, to learn what is the optimal ratio between $\ell$, $m$, and $n$.

For Mixifer, we considered truncated trails and while we touched upon the subject of trail clustering, more can be done. It would be interesting to investigate this behaviour for more rounds, both for AES and for MDS-based ciphers in general, as for Mixifer. We consider further research on clustering of trails to be future work.

We are looking forward to see any future work on the subject of column-parity mixers.
PART II

Optimized Implementations
Chapter 6

ARM Cortex-M

The first chapter of Part II describes how (cryptographic) software, and in particular AES, can be optimized for the ARM Cortex-M line of embedded microprocessors. We also provide a tool to assist with instruction scheduling and register allocation. The original publication claimed that the masked implementation presented there is secure against first-order power analysis [SS16c]. This claim has been removed as I no longer believe that it holds. Instead, the implementation only provides first-order security in the probing model [ISW03]. The implementation is left in as it serves as a baseline for Chapter 9. For most implementations, this chapter presents slightly better results than what was in the original publication.

6.1 Introduction

AES was published as Rijndael in 1998 and standardized in FIPS PUB 197 in 2001. Highly optimized implementations have been written for most common architectures, ranging from 8-bit AVR microcontrollers to x86-64 and NVIDIA GPUs. See, for example, [BS08; KS09; OBSC10]. Implementing optimized AES on any of these architectures essentially requires to start from scratch to find out which implementation approach is going to be the most efficient. The past decades have seen a large shift toward ARM architectures and while we have seen efficient AES implementations for high-end processors used in modern smartphones [BS12] and for older microprocessors used in smart cards [ABM04; BBF+03], there is little to choose from for modern low-end embedded devices and Internet-of-Things applications.

Sometimes an embedded device contains a coprocessor that can perform AES encryption in hardware, but such a coprocessor is not always available. It
makes a device more expensive and it can increase the power consumption of a
device. Simply compiling an existing implementation written in, for example,
the C programming language, is unlikely to produce optimal performance. Even
worse, embedded systems are typical targets for timing attacks, power-analysis
attacks, and other forms of side-channel attacks, so software for those devices
typically needs to include adequate protection against such attacks.

We fill some of these gaps by providing highly-optimized software imple-
mentations of AES for two of the most popular modern microprocessors for
constrained embedded devices, the ARM Cortex-M3 and the Cortex-M4. Our
implementations of AES-{128, 192, 256}-CTR are more than twice as fast as pre-
vious implementations. We also provide a single-block AES-128 implementation,
a constant-time AES-128-CTR implementation and a masked implementation
with two shares. All of them are the fastest of their kind. They are put into the
public domain and available at https://github.com/Ko-/aes-armcortexm.

The results of this chapter are not only interesting for stand-alone AES
encryption. In the CAESAR competition for authenticated encryption schemes¹,
14 out of the 29 second-round candidates that were remaining at the time of the
original publication [SS16c], are based on AES or the AES round function. Our
implementations will be helpful to speed up those candidates on embedded
ARM microprocessors.

Organization of the chapter. In Section 6.2, we first discuss AES and give an
outline of the different implementation approaches that have been used so far.
We also provide an overview of the target architecture and what features we can
benefit from when optimizing software for speed. Section 6.3 then discusses our
fastest AES implementations, based on the T-tables approach, while Section 6.4
considers our constant-time bitsliced implementation. We report performance
benchmarks and provide a comparison to related work at the end of Sections 6.3
and 6.4.

¹https://competitions.cr.yp.to/caesar.html
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6.2.1 Implementing AES

AES [DR02] is an iterated block cipher that operates on 128-bit blocks. Key sizes of 128, 192, and 256 bits are supported. Depending on the key size, the cipher has 10, 12, or 14 rounds, respectively. The nonlinear substitution layer consists of the SubBytes step, where an 8-bit S-box is applied to each byte of the state. The linear layer consists of ShiftRows and MixColumns, to provide diffusion. In the beginning, between all rounds, and at the end, the AddRoundKey step XORs the state with round keys that are derived from the main key during a key schedule. MixColumns is omitted in the final round. In software, there are four main implementation approaches:

- **Traditional.** All steps are implemented as is; typically SubBytes is implemented through a 256-byte lookup table.

- **T-tables.** SubBytes, ShiftRows, and MixColumns are combined in 4 1024-byte lookup tables. Each AES round then consists of 16 masks, 16 loads from the lookup tables and 4 loads from the round keys, and 16 XORs. This leads to very efficient implementations on platforms with a word size of at least 32 bits. At the cost of extra rotations, only 1 lookup table is required. This strategy was already suggested in the original Rijndael proposal [DR99]. Our fastest implementations in Section 6.3 are based on this approach.

- **Vector permute.** The disadvantage of the T-tables approach is that key- and data-dependent lookups open the door for timing attacks on architectures with caches. See, for example, [Ber05a; OST06; TOS10]. Another approach to implementing AES, that avoids such data-dependent lookups, uses vector-permute instructions [Ham09]. However, such instructions are
unavailable on our target platform, which is why we do not go into more detail on this strategy.

▶ Bitslicing. Another approach that does not require lookup tables is bitslicing, originally introduced for DES by Biham [Bih97]. The core idea is that data is split over multiple registers, but that other blocks are used to fill the registers. Multiple blocks can then be processed in parallel in a single-instruction-multiple-data (SIMD) fashion. This approach is especially beneficial for architectures with large registers. For AES, the 128-bit state is usually sliced over 8 registers, as this allows for an efficient linear layer. Various papers describe bitsliced implementations of AES on Intel processors [Kön08; Mat06; MN07]. At the time of the original publication [SS16c], the implementation by Käsper and Schwabe from 2009 held the speed record [KS09], but meanwhile this has been further improved by Park and Lee [PL18]. Our implementations in Sections 6.4 and 6.5 also use bitslicing.

6.2.2 ARM Cortex-M

The Cortex-M is a family of 32-bit processors by ARM meant for use in embedded microcontrollers. They are designed to be cheap and to be energy efficient, while still powerful enough to offer adequate performance in applications such as automotive systems, medical instruments, the Internet of Things, or other consumer products. As of 2015, over 10 billion of these processors have been shipped [ARM15].

The Cortex-M3 was announced in 2004, while the Cortex-M4 is from 2010. Both microprocessors have 16 32-bit registers, of which three are reserved for program counter, stack pointer, and link register. The link pointer can be pushed to the stack to free another register. Both microprocessors support the ARMv7-M architecture and the Thumb-2 technology, but the Cortex-M4
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supports additional instructions for digital signal processing, i.e., the ARMv7E-M architecture. However, we do not use these extensions.

Bitwise and arithmetic instructions take one cycle on these architectures, except for divisions or writes to the program counter. Branches, loads, and stores may take more cycles, which is why they can easily bottleneck the performance. A distinguishing feature of the ARM architecture is the availability of barrel-shifting registers. This means that we can do arithmetic on rotated or shifted registers, without any additional cost for the rotation or shift.

We used the STM32L100C and STM32F407VG development boards. The first comes with 256 KB of flash memory, 16 KB of RAM, and 4 KB of EEPROM. It can run a Cortex-M3 core at up to 32 MHz. The second is more powerful and has a 168 MHz Cortex-M4 core, 1024 KB of flash memory, 192 KB of RAM, and a true-random-number generator.

6.2.3 Accelerating Memory Access

Memory access can be expensive in terms of CPU cycles. Additionally, there are a lot of ways to introduce penalty cycles. Carefully optimized software therefore avoids as many potential delays as possible. Here we list a number of generic strategies related to memory access to reduce the cycle count of programs running on the Cortex-M3 and M4. A significant portion of our speedups of AES stems from a combination of these strategies.

Flash. The instructions and tables are typically stored in flash memory. Accessing flash can introduce a number of wait states, depending on the relative clock frequency of the microprocessor and the memory chip. For our development boards, the STM32L100C and STM32F407VG, STMicroelectronics describes in its documentation when it is possible to have zero wait states [STM20, p. 59, tbl. 13][STM19, p. 80, tbl. 10]. For example, on the STM32L100C, the CPU clock can only run at 16 MHz for a supply voltage of 3.3 V. To be able to compare
the performance of implementations across different devices or boards, it is important to be in this scenario.

**RAM.** Something similar holds for accessing RAM, where the stack is stored. On the STM32F407VG, four different regions of RAM are available: SRAM1, SRAM2, SRAM3, and CCM. In our case it turned out to be fastest to use only SRAM1.

**Alignment.** The Cortex-M3 and M4 support Thumb-2 technology, which means that 16-bit and 32-bit encodings of instructions can freely be mixed. However, consider the case that a 16-bit instruction starts at a word-aligned address, followed by one or more 32-bit instructions. The 32-bit instructions are then no longer word-aligned, which may cause penalty cycles for the instruction fetcher, which fetches multiple instructions at a time. In this case, forcing the use of a 32-bit encoding for the first instruction by adding a `.w` suffix can improve the instruction alignment and reduce the cycle count. Our implementations take this into consideration. Penalty cycles may also be introduced when branching to addresses that are not word-aligned, when loading from memory at addresses that are not word-aligned or when not loading full words from memory. Implementers need to take care of the alignment themselves. Our implementations carefully avoid these penalty cycles.

**Pipelining loads.** Most `str` instructions take 1 cycle, because of the availability of a write buffer, but `ldr` instructions generally take at least 2 cycles. However, `n` `ldr` instructions can be pipelined together to be executed in `n + 1` cycles if there are no address dependencies and the program counter remains untouched. An instruction such as `ldm` pipelines all of its loads together, but when it is followed by an `ldr`, those will not be pipelined together. For our implementations, we pipeline as many loads as possible.
Caches and prefetch buffers. The Cortex-M3 and M4 by themselves do not have any caches. However, caches can be added in embedded devices or development boards to boost the performance. For example, the STM32F407VG contains 64 128-bit lines of instruction cache memory and 8 128-bit lines of data cache memory [STM19, p. 73]. It also contains an instruction prefetch buffer to reduce the experienced number of wait states when a microprocessor running at a high clock frequency accesses flash memory to fetch 128 bits of instructions [STM19, p. 82]. The STM32L100C supports a similar prefetch buffer when 64-bit flash access is enabled [STM20, p. 59].

Data location. When one wants to read data that is stored in flash memory, one first needs to load the address of the data block before one can load the data itself. However, when data is located within 4096 bytes of the value of the program counter, the first load instruction can be replaced by an `adr` pseudo-instruction that is really an addition or subtraction of the program counter, which may save one cycle, depending on whether the load could be pipelined. It is therefore useful to store data close to where the data is being used.

6.3 Making AES Fast

Ever since Rijndael was standardized as AES, a lot of effort has been put into fast and secure software implementations for a large range of platforms and architectures. Numerous optimization tricks have been suggested to improve the performance. For T-table-based implementations, the majority is summarized in [BS08]. In this section we discuss which strategies are useful to apply on the Cortex-M3 and M4.

Using the T-table-based approach, AES-128-CTR can typically be implemented in 720 instructions: 208 loads, 4 stores, 160 shifts, 176 masks, 168 XORs and 4 others [BS08]. Thanks to ARM’s barrel-shifting registers, we can do combined shifts and masks, saving 160 instructions. [BS08] also mentions
scaled-index loads and second-byte instructions. A scaled-index load is the option to shift the offset of a load instruction for free, while a second-byte instruction allows for extracting the second byte of a register in one instruction. Both features are supported by our architecture, but as all shifts are already fully subsumed, these optimizations no longer yield any additional advantage.

Byte loads and two-byte loads could save another 8 instructions by not requiring an additional mask, but loads that are not word-aligned cause a penalty cycle, so for speed these optimizations are of little use. Other potential optimization strategies, such as combining masks and inserts or loads and XORs, are not possible in a single instruction on these platforms. Being able to do byte extraction via loads allows to exchange arithmetic instructions for load instructions, but loads are either as fast or slower, so this strategy gives no advantage either.

With round-key recomputation, only one out of four round-key words is stored for all rounds except the first. During encryption, the other parts of the round keys can be recomputed on the fly, exchanging 30 loads for 30 XORs. However, in our case the loads can be fully pipelined and the round keys from the previous round would not fit into registers anymore, so this would also not reduce the total number of cycles. Round-key caching, where all round keys are kept in registers when encrypting multiple blocks, would require even more registers. Another technique called padded registers exists, where a 32-bit value is stored in a 64-bit register in such a way that combining shifts and masks can be done a bit more cleverly. However, our registers are too small to use anything like this.

However, counter-mode caching helps to save another 81 instructions in the main loop. In counter mode, for 256 consecutive blocks, only 1 byte of the input changes. This means that through the first and second AES round, computations that do not depend on this one byte can be cached and reused. Starting from the third round, everything will depend on all input bytes. While there is some additional overhead involved in storing and retrieving the cached values, this trick already leads to a speedup when only 2 blocks are processed.
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6.3.1 Our Implementations

Our implementations of AES-128 encryption, AES-128-CTR, AES-192-CTR, and AES-256-CTR use one 1024-byte lookup table. The extra rotate that this would normally cause come for free thanks to ARM’s barrel shifting registers. Using four tables would save another 40 1-cycle instructions in the key schedule, and 16 1-cycle instructions in the final round for encryption, but as there is typically little memory available on microcontrollers and the improvement in speed is only marginal, we decided that this trade-off was not worth it. AES-128 decryption needs two 1024-byte lookup tables. On the other hand, the 16 mask instructions in the final round are no longer required.

Key expansion is performed separately, as the round keys can be reused for multiple blocks. In our implementation of counter mode, there is a 32-bit counter and a 96-bit nonce. The reason is that then we do not have to deal with a carry from the counter and a conditional add for the second counter word, which gives another small speedup. We consider a 32-bit counter, providing a maximum stream length of \(2^{32} \cdot 16 = 68719476736\) bytes, to be large enough in a typical microcontroller environment.

The performance of our speed-optimized implementations is summarized in Table 6.1. All results are averages over 10000 runs with random keys, inputs, and, if applicable, nonces. For encryption in counter mode, the number of cycles reflects the average number of cycles per block when processing 256 blocks, or 4096 bytes. Loops are fully unrolled, so the code size can be reduced drastically with only a small performance penalty. Note that data in ROM is typically shared by key expansion and encryption/decryption, so it has to be in memory only once. Under RAM usage, I/O refers to the amount of RAM that is required to store the input and output for the functions, e.g., \(192 + 2n\) means that we require 4 bytes for the counter, 12 for the nonce, 176 for all round keys, \(n\) for our \(n\)-byte input, and \(n\) for the \(n\)-byte output. Again, I/O data is typically shared by key expansion and encryption/decryption and the same stack space can be
reused for the encryption/decryption function call. It turns out that the same code usually runs in slightly more cycles on the Cortex-M3, which we cannot really explain.

Table 6.1: Performance of unprotected AES on Cortex-M.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Speed (cycles)</th>
<th>ROM (bytes)</th>
<th>RAM (bytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M3</td>
<td>M4</td>
<td>Code</td>
</tr>
<tr>
<td>AES-128 key exp. enc.</td>
<td>249.8</td>
<td>244.9</td>
<td>742</td>
</tr>
<tr>
<td>AES-128 key exp. dec.</td>
<td>1031.6</td>
<td>971.2</td>
<td>2978</td>
</tr>
<tr>
<td>AES-128 one block enc.</td>
<td>637.5</td>
<td>634.7</td>
<td>1970</td>
</tr>
<tr>
<td>AES-128 one block dec.</td>
<td>640.5</td>
<td>636.3</td>
<td>1974</td>
</tr>
<tr>
<td>AES-128-CTR</td>
<td>531.8</td>
<td>527.9</td>
<td>2128</td>
</tr>
<tr>
<td>AES-192 key exp.</td>
<td>232.9</td>
<td>232.2</td>
<td>682</td>
</tr>
<tr>
<td>AES-192-CTR</td>
<td>651.0</td>
<td>644.0</td>
<td>2512</td>
</tr>
<tr>
<td>AES-256 key exp.</td>
<td>310.8</td>
<td>309.9</td>
<td>958</td>
</tr>
<tr>
<td>AES-256-CTR</td>
<td>767.0</td>
<td>760.7</td>
<td>2896</td>
</tr>
</tbody>
</table>

6.3.2 Comparison to Previous Implementations

There are few publicly available AES implementations optimized for the Cortex-M3 and M4:

- In the SharkSSL crypto library v2.4, a speed of 1066.7 cycles per block is claimed for AES-128-ECB on the Cortex-M3.² CTR mode is unavailable.

- A company called Cryptovia sells an implementation that does AES-128 on a single block in 1463 cycles, also on the Cortex-M3.³

³http://cryptovia.com/cryptographic-libraries-for-arm-cpu/
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- The latest version of mbed TLS,\(^4\) formerly known as PolarSSL, contains a table-based AES-128-CTR implementation that takes 1247.4 cycles per block on the M3, while AES-128 key expansion takes 41545 cycles.\(^5\)

- NXP hosts the AN11241 AES library,\(^6\) but its implementation is very slow. AES-128-ECB runs in 4179.1 cycles per block on the M3, while the AES-128 key expansion takes 1089 cycles.\(^5\)

- The fastest implementation currently listed by the FELICS benchmarking framework [DCK+15] encrypts a single block with AES-128 in 1816 cycles on a Cortex-M3. The fastest key scheduling takes 724 cycles.\(^7\)

We therefore claim that our CTR-mode implementations are about twice as fast as previous implementations. We also require fewer cycles than optimized implementations for older yet similar ARM architectures [ABM04], even though in [ABM04] heavy use is made of the fact that the full lookup tables fit in the data cache on a StrongARM-1110, which does not hold for our platforms.

6.3.3 Benchmarking with FELICS

The FELICS framework [DCK+15] has been proposed as an open system to benchmark the performance of implementations of lightweight cryptographic systems on three different microprocessors, one of them being the ARM Cortex-M3. Cycle counts and memory usage are measured for three usage scenarios. Scenario 0 deals with single-block encryption, where the round keys are stored in RAM. In scenario 1, 128 bytes are encrypted in CBC mode. In scenario 2, 128 bits are encrypted in CTR mode.

\(^{4}\)https://tls.mbed.org/
\(^{5}\)We used gcc -O3 -funroll-loops -fno-schedule-insns with GCC 6.1.1 for these benchmarks, the best set of compiler flags we could find, based on all sets that are tried in the SUPERCOP benchmarking framework.
\(^{6}\)https://www.nxp.com/docs/en/application-note/AN11241.zip
\(^{7}\)AES_128_128_V06 in scenario 0 with -Os and with -O3, respectively.
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This choice of scenarios means that our implementation needs to be adapted to fit in the framework. In particular, counter-mode caching can no longer be used and needs to be removed, which impacts the performance. Furthermore, the decryption algorithm and decryption key expansion are now required as well in scenarios 0 and 1. What is even more significant is that the FELICS framework does not set the number of wait states, which means that a load from memory will cost more than 2 cycles at the maximum clock frequency, greatly inflating the total cycle counts. The reported cycle counts are therefore biased toward implementations with fewer load instructions.

The framework reports 1641 cycles for our encryption in scenario 0 and 578 cycles for our key schedule. Although this is still faster than previous results, the margin is smaller. This also holds for scenarios 1 and 2.

6.4 Protecting against Timing Attacks

While the availability of caches allows for speedups on platforms with relatively slow memory, it also makes table-based AES implementations vulnerable to cache-timing attacks [Ber05a; Koc96]. On our target platforms, it is possible to simply disable the caches when performing cryptographic operations, but it is useful to have a constant-time implementation that does not depend on this ability. Moreover, this implementation serves as a step toward the masked implementation. A popular technique for writing a constant-time AES implementation that is still reasonably fast, is applying bitslicing.

Bitslicing is often explained as a technique where every bit of the state is stored in a separate register, such that we can do operations on the bits independently and such that we can process 32 blocks in parallel on 32-bit machines. However, in the case of AES this is not the fastest way to bitslice, as most operations are byte-oriented. Full bitslicing would also increase the amount of registers needed to store the state by a factor of 32. There are very few architectures that have enough registers to keep the bitsliced state in registers,
so there would be a lot of overhead in storing and loading data to other types of memory.

Könighofer suggested in [Kön08] to *byteslice* and to process 4 blocks in parallel on an architecture with 64-bit registers. Note that this only benefits a mode of operation that allows for parallel encryption, such as CTR mode. Käsper and Schwabe were able to process 8 blocks in parallel using 128-bit registers [KS09]. Unfortunately, the Cortex-M3 and M4 only have 32-bit registers, so we can only process 2 blocks in parallel while still retaining an efficient implementation of the linear layer.

### 6.4.1 Our Implementation

After key expansion, the round keys are stored in their bitsliced representation. To transform to bitsliced representation, we require 12 SWAPMOVE operations [MPC00].

```c
SWAPMOVE(a,b,n,n) {
    t = ((a >> n) ⊕ b) & m
    b = b ⊕ t
    a = a ⊕ (t << n)
}
```

Due to ARM’s barrel shifter, we can implement SWAPMOVE in just 4 1-cycle instructions, which gives a transformation overhead of 48 cycles.

```c
eor t, b, a, lsl #n
and t, m
eor b, t
eor a, a, t, lsr #n
```

During encryption, the AES state is first transformed to bitsliced representation. AddRoundKey is then again just a matter of XORing the bitsliced round keys with the bitsliced state.

For SubBytes, a lot of research has been done on an efficient hardware implementation of the AES S-box [Can05]. These results are also very useful
for bitsliced software implementations. Boyar and Peralta found a circuit with only 115 gates [BP10], which was later improved to 113: 32 AND gates, 77 XOR gates, and 4 XNOR gates. At the time of the original publication [SS16c], this was the smallest known implementation, which is why we used it as a basis for our implementation. With only 14 available registers, it is impossible to implement the S-box directly in 113 instructions. We need more instructions to deal with storing values on the stack or with recomputation of values. We wrote an ad-hoc combined instruction scheduler and register allocator that is tailored to our microprocessors. Although recently even smaller circuits have been found [ME19; RTA18], we have examined these and they do not lead to faster results on Cortex-M microcontrollers, because of the use of multiplexer gates and the requirement for more loads and stores.

**Scheduling.** Both instruction scheduling and register allocation are hard problems, as is the combined problem. Compilers usually implement a graph coloring algorithm and/or linear-scan allocation. They aim to schedule well on average, but do not necessarily generate the most efficient assembly for a specific part of code.

Existing compilers do not provide a lot of options to play with different scheduling and allocation strategies, which is why we decided to write an ARM-specific instruction scheduler and register allocator. This allows us to focus on ARM’s three-operand instructions and to try several approaches. We aim to minimize the number of loads and stores and the usage of the stack. We first reschedule instructions to reduce the size of the active data set, by pushing instructions down based on their left-hand side and by pushing instructions up based on their right-hand side. Then we allocate registers in a greedy fashion, where we insert loads and stores when necessary and try to leave the output in registers. A more thorough overview of the tool is provided in [Sto16a], including a comparison against the compilers GCC, Clang, and the ARM Compiler.
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Our tool is nondeterministic because of hash randomization in Python, so we try several scheduling strategies multiple times and only use the best result. With our scheduler we are able to compute the AES S-box in 145 instructions: the 113 original operations, 16 loads and 16 stores. It is unknown whether this is optimal.

ShiftRows on a bitsliced state can be computed very efficiently on modern Intel CPUs using 8 SSSE3 byte-shuffling instructions [KS09]. However, something like this is unavailable on the Cortex-M3 and M4. We use the `ubfx` and `uxtb` bitfield instructions, together with `eor` on shifted registers, to compute ShiftRows in $8 \times 13 = 104$ 1-cycle instructions. The code below performs ShiftRows on `r9`, while `r12` and `r5` are used as temporary registers.

```asm
uxtb r12, r9
ubfx r5, r9, #14, #2
eor r12, r12, r5, lsl #8
ubfx r5, r9, #8, #6
eor r12, r12, r5, lsl #10
ubfx r5, r9, #20, #4
eor r12, r12, r5, lsl #16
ubfx r5, r9, #16, #4
eor r12, r12, r5, lsl #20
ubfx r5, r9, #26, #6
eor r12, r12, r5, lsl #24
ubfx r5, r9, #24, #2
eor r9, r12, r5, lsl #30
```

In contrast, the barrel shifters allow us to compute MixColumns in just 27 `eor` instructions on shifted registers, which is even more efficient than in [KS09].

To update the counter for the next blocks, one can either store the bitsliced representation and operate on this, or one can use the original representation and transform this to bitsliced representation every two blocks. While the first may appear to be faster, we implemented both and it turned out that the latter is in fact more efficient. This is due to overhead caused by the limited way in which you can do conditional execution with IT-blocks on these microprocessors.
Table 6.2 contains performance benchmarks of our implementation. Again, speed is measured as the average number of cycles per block when encrypting 256 consecutive blocks, which explains the decimal for the encryption. The amount of cycles is exactly equal for all 10,000 combinations of random nonces, keys, and inputs that we tried. We see a slowdown of roughly a factor 3 compared to our previous implementation. Note, however, that when one can disable the caches during the AES execution or when caches are not available at all, our previous faster implementations are also constant-time and should be favored. We verified that after disabling caches, the cycle counts are exactly equal for random combinations of inputs and keys. There is little related work that would make a fair comparison.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Speed (cycles)</th>
<th>ROM (bytes)</th>
<th>RAM (bytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M3</td>
<td>M4</td>
<td>Code</td>
</tr>
<tr>
<td>AES-128 bitsliced key expansion</td>
<td>1024.8</td>
<td>1021.9</td>
<td>3434</td>
</tr>
<tr>
<td>AES-128-CTR bitsliced constant-time</td>
<td>1618.6</td>
<td>1616.6</td>
<td>11,806</td>
</tr>
</tbody>
</table>

6.5 Protecting against Side-Channel Attacks

Microcontrollers are typical targets for side-channel attacks such as differential power analysis or differential electromagnetic analysis. A well-known countermeasure against first-order side-channel attacks that is used in practice is Boolean masking, where a secret intermediate value \(a\) is split into two statistically independent shares, i.e., \(r_a\) and \(\bar{a} = (a \oplus r_a)\), where \(r_a\) is called a random mask. Linear operations can be computed on both shares independently. After a linear
operation, the shares can be XORed together to unmask the result. Nonlinear operations are more difficult to mask securely. Trichina suggested the following provably secure method to mask \( a \cdot b \) [Tri03], where \( \bar{a} = (a \oplus r_a) \), \( \bar{b} = (b \oplus r_b) \), and \( r_a, r_b, r \) are random masks:

\[
((\bar{a} \cdot \bar{b}) \oplus ((r_a \cdot \bar{b}) \oplus ((r_a \cdot r_b) \oplus r))) \oplus (r_b \cdot \bar{a}).
\]

This means that every AND operation requires 4 AND operations, 4 XOR operations, and 1 load (of \( r \)) to mask.

We added first-order Boolean masking using Trichina gates to our constant-time bitsliced implementations to find out how much this additional security would cost on common microprocessors.

### 6.5.1 Our Implementation

To generate the masks, we need a source of randomness. The STM32F407VG contains a random number generator (RNG) that guarantees a new 32-bit random word every 40 periods of the RNG clock. In the case of AES, 8 random words are required to mask the input, as two blocks are processed in parallel, and 320 random words are required for a single encryption, as SubBytes contains 32 AND operations and is executed in all 10 rounds. While interleaving randomness generation and executing instructions can decrease the waiting time, the performance of the implementation will greatly depend on the performance of the RNG and the relative clock frequency between the core and the RNG.

All other operations are linear, so at least a factor of 2 slowdown can be expected there. However, because the size of the active data set doubles and will not fit in 14 registers anymore, a lot of overhead is created by additional loads and stores. Our scheduler manages to generate a securely masked bitsliced SubBytes implementation in \( 2 \cdot 83 + 4 \cdot 32 = 294 \) XORs, \( 4 \cdot 32 = 128 \) ANDs, 99 stores and 167 loads, that are pipelined as much as possible. Once more, the speed
is measured as the average number of cycles per block when encrypting 256 consecutive blocks.

Table 6.3: Performance of masked constant-time AES on Cortex-M.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Speed (cycles)</th>
<th>ROM (bytes)</th>
<th>RAM (bytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M3</td>
<td>M4</td>
<td>Code</td>
</tr>
<tr>
<td>AES-128-CTR</td>
<td>N/A</td>
<td>8727.6</td>
<td>39</td>
</tr>
<tr>
<td>masked constant-time</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The performance of the final implementation is summarized in Table 6.3. Note that of these 8727.6 cycles per block, 3439.5 are spent on generating random words and pushing them to the stack, while all the rest takes 5288.1 cycles per block. A faster RNG could significantly boost the total speed. Of the 1584 bytes on the stack, 1312 are taken by the 328 random words.

6.5.2 Comparison to Previous Implementations

Balasch, Gierlichs, Reparaz, and Verbauwhede [BGRV15] showed at CHES 2015 that adding first-order Boolean masking with Trichina gates slows the implementation down by roughly a factor of 5 on the Cortex-A8. On the Cortex-M4, we see something similar compared to the unmasked bitsliced implementation, with a factor 6.0, although a faster RNG could reduce this to almost a factor of 3.5. Furthermore, we require less randomness because we based ourselves on the 113-gate SubBytes implementation.

Goudarzi and Rivain [GR17] investigated the performance of different approaches to higher-order masking based on the ISW masking scheme [ISW03] by implementing masked versions of AES and PRESENT on the ARM7TDMI-S microprocessor, a somewhat older architecture from 2001 that is still widely deployed. For first-order masking, their fastest implementation takes 49 329
cycles [GR17, tbl. 16, standard AES with parallel Kim-Hong-Lim S-box, 2 shares], which is a factor 5.6 more than ours, but that comparison is not entirely fair as we do not support higher-order masking. However, instruction timings appear to be similar between the two architectures.

6.6 Conclusion and Outlook

This chapter presented various speed-optimized AES software implementations for multiple use cases, including timing-attack protections, for the ARM Cortex-M3 and M4. All of them are the fastest of their kind. Additionally, we provide an ARM-specific instruction scheduler and register allocator that is of independent interest to optimize other software for these platforms. All software is put into the public domain, which also may benefit the performance of (AES-based) CAESAR candidates on modern embedded microcontrollers.
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RISC-V

This chapter describes how cryptographic software can be optimized for RISC-V, a popular open instruction-set architecture. In particular, the focus lies on AES, ChaCha, Keccak-f, and arbitrary-precision arithmetic on the RV32I microarchitecture. The results are then compared to results on an ARM Cortex-M4. In comparison to the original publication [Sto19], changes are mostly related to formatting and to better reflect the current status of the ongoing RISC-V project.

7.1 Introduction

The RISC-V project started out in 2010 as a research project at the University of California, Berkeley. The goal was to design an open-source reduced instruction set that was free and practical to use by academics and industry. Today, it comprises an association with hundreds of member organizations, including major industry partners such as Google, Qualcomm, and Samsung. The fact that many large companies are joining this efforts indicates that RISC-V might await a bright future. In particular, no longer having to pay any license fees makes it an attractive alternative and a serious competitor to ARM-based microcontrollers.

Together, the association’s members developed a specification for the RISC-V instruction-set architecture [RIS19]. RISC-V targets both embedded 32-bit devices and larger 64-bit, and even 128-bit devices. While some parts of the specification are still in development, the most important parts have been frozen such that hardware and software could be implemented. Compilers, debuggers, and software libraries with RISC-V support have been around for several years.\footnote{https://riscv.org/software-status}
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Boards with fully functional RISC-V SoCs have been commercially available since 2016.²

There exist several open-source RISC-V CPU designs designed to be easily extensible. This makes the platform an ideal candidate for software-hardware co-design, as was exemplified by a recent implementation of the hash-based signature scheme XMSS [WJW+18]. The underlying hash function, SHA-256 [NIS15a], was implemented in hardware to increase the performance of the full signature scheme. However, it is not always possible to “simply” add a hardware coprocessor of a required cryptographic primitive. In practice, one may have to deal with whatever hardware is available or a developer might lack the capabilities to modify a hardware implementation. More importantly, adding a coprocessor to an ASIC will most likely increase the production cost of that chip. In order to make any trade-off decision for software-hardware co-design meaningful, some numbers need to exist to have an idea about the cost of software implementations. To the best of our knowledge, we are the first to provide such numbers for cryptographic primitives.

We explain how AES-128, ChaCha20, and Keccak-f[1600] can be implemented efficiently on RISC-V and we optimize 32-bit RISC-V assembly implementations. We also study the speed of arbitrary-precision addition, schoolbook multiplication, and Karatsuba multiplication for unique and redundant or reduced-radix integer representations. We then draw a parallel to the ARM Cortex-M line of microprocessors and we show how architectural features such as the availability of native rotation instructions, a carry flag, and the number of available registers impact the performance of these primitives. We continue by estimating what the performance would be if a RISC-V core were to be extended with these features.

In Section 7.2 we first explain details about the RISC-V instruction set and our benchmarking platform. Sections 7.3 through 7.5 cover implementation strategies that are specific to AES, ChaCha, and Keccak, respectively. Arbitrary-²https://www.sifive.com/boards/hifive1
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precision integer arithmetic is discussed in Section 7.6. Finally, in Section 7.7 we compare the relative performance of cryptographic primitives to that on the ARM Cortex-M4 and estimate what the performance would be with RISC-V extensions for several architectural features.

Our software implementations are open-source and placed into the public domain. They are available at https://github.com/Ko-/riscvcrypto.

7.2 The RISC-V Architecture

The specification of the RISC-V instruction-set architecture (ISA) is split into a user-level ISA and a privileged ISA. The privileged ISA specifies instructions and registers that are useful when creating, for example, operating systems, but for our purpose we only need to consider the user-level ISA. The user-level ISA is divided in a base ISA and in several standardized extensions that are discussed in Section 7.2.2. At the time of writing, the base ISAs for 32-bit and 64-bit machines, called RV32I and RV64I respectively, have been frozen at version 2.1. A base ISA for 128-bit machines (RV128I) and a smaller 32-bit variant with fewer registers (RV32E) still have draft status. In this work we focus on the 32-bit RV32I instruction set.

7.2.1 The RV32I Base Instruction Set

RV32I specifies 32 32-bit registers named x0 to x31. However, not all of them can be used freely. The registers have aliases that make their purpose more clear. For example, x0 is also known as zero: writes to it are ignored and it always reads as the value 0. The others are: ra (return address, x1), sp (stack pointer, x2), gp (global pointer, x3), tp (thread pointer, x4), a0-a7 (function arguments and return value), s0-s11 (saved registers), and t0-t6 (temporary registers). That means that 27 registers can be used without complications and maybe a few more depending on the environment. Only sp and s0-s11 are callee-saved.
As a true RISC, the number of available instructions is fairly limited. We therefore include a concise but complete overview in this section. All instructions are described in more detail in the official specification [RIS19].

Arithmetic and bitwise instructions have three register operands, or two register operands and a sign-extended 12-bit immediate, denoted by the I suffix. The following self-explanatory instructions are available: ADD, ADDI, SUB, AND, ANDI, OR, ORI, XOR, and XORI. There is no SUBI, because that is just an ADDI with a negative immediate. Similarly, there is no real NOT instruction, because it can be implemented with XORI and −1 as immediate. NOT is recognized as a pseudo-instruction by assemblers.

Regarding shifts, the following instructions exist: SLL, SLLI, SRL, SRLI, SRA, and SRAI. The naming convention that is used here is **Shift** (Left or Right) **(Logical or Arithmetic)** **(Immediate)**. Note that the base ISA does not specify a rotation instruction.

To load a value from memory, LW, LH, LHU, LB, and LBU can be used. The W stands for word (32 bits), the H for half-word (16 bits), and the B for byte (8 bits). With LH and LB, the value is assumed to be signed and will therefore be sign-extended to a 32-bit register. LHU and LBU are their unsigned counterparts that perform zero-extension instead of sign-extension. To store a register value to memory, one can use SW, SH, and SB. For all load and store instructions, the base address needs to be in a register. An immediate offset can be specified in the instruction. For example, LW a1, 4(a0) loads a word from a0 + 4 in a1. It is not possible to specify the offset in a register or to automatically increment/decrement the address.

The JAL and JALR instructions specify unconditional jumps. The target address can be specified relative to the program counter (JAL) or as an absolute address in a register (JALR). On the other hand, BEQ, BNE, BLT, BLTU, BGE, and BGEU denote conditional jumps based on a comparison. Their first two operands are registers of which the values are compared. The U suffix denotes that the
operands are interpreted as unsigned values for the comparison. The third operand specifies the destination address relative to the program counter.

It is also possible to compare without branching. The SLT, SLTU, SLTI, and SLTIU instructions set a destination register to one if the second operand (a register) is less than (signed or unsigned) the third operand (either a register or an immediate). Otherwise, the destination register is set to zero.

The LUI (load upper immediate) and AUIPC (add upper immediate to program counter) instructions can be used to set values larger than 12 bits in a register.

Finally, for the sake of completeness, there are specialized instructions to deal with synchronization (FENCE), to call an operating system (ECALL), to signal debuggers (EBREAK) and to hint the microarchitecture (HINT). We will not use them.

7.2.2 Standardized Extensions

A RISC-V core has to implement a base ISA, and optionally it can implement one or several standardized extensions to the instruction set. Most extensions are denoted by a single letter. The extensions with a frozen specification are M (with instructions for integer multiplication/division), A (atomic instructions), F (single-precision floating point), D (double-precision floating point), Q (quad-precision floating point), C (compressed instructions), Zicsr (control and status registers), Zifencei (instruction-fetch fence), and Ztso (total store ordering).

Other extensions, such as those for bit manipulation, vector instructions, and user-level interrupts still have draft status. To the best of our knowledge the extensions in draft status have not yet been implemented by any commercially available core.³

³https://riscv.org/risc-v-cores
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7.2.3 Benchmarking Platform

We use a HiFive1 development board as our benchmarking platform, as they are relatively easily available. This contains the FE310-G000 SoC [SiF17] with an E31 core [SiF18]. The core implements the RV32IMAC instruction set, i.e., the RV32I base ISA with the extensions for multiplication/division, atomic instructions, and compressed instructions. Of these, only the M extension is relevant to us.

The RISC-V specification does not specify how long instructions take to execute or what kinds of memory are available. This is left open to the hardware core implementer. Benchmarks across different RISC-V cores therefore need to be compared with caution. To provide more insight, we briefly describe some characteristics of this particular RISC-V core.

The E31 is designed as a 5-stage single-issue in-order pipelined CPU that runs at 320+ MHz, although the PLL clock generator has an output of at most 384 MHz. The core has support for up to 64 KiB of DTIM memory that is used as RAM, but the HiFive1 only has 16 KiB. Outside of the core, there is another 16 MB of QSPI flash memory. To accelerate instruction fetches from the flash memory, the E31 comes with 16 KiB of 2-way instruction cache.

Most instructions have a result latency of a single cycle. There are a few exceptions. For example, word-loads have a result latency of 2 cycles with a cache hit. With a cache miss, it highly depends on the relative clock frequency of the flash controller compared to the core. Half-word-loads and byte-loads have a result latency of 3 cycles in the event of a cache hit. Misaligned DTIM accesses are not allowed and result in a trap signal.

The E31 has an elaborate branch predictor, consisting of a branch target buffer, a branch history buffer, and a return address stack. Correctly predicted branches should suffer no penalty, while wrong guesses receive a penalty of 3 cycles.

The RISC-V specification describes a 64-bit increasing cycle counter that is accessible through two CSR registers. This can be used for accurate bench-
marking of code. We aim to unroll the code as much as possible as long as
the code still fits in the instruction cache. Tables and constants are stored in
the DTIM memory. This way, we manage to get very consistent measurements.
Occasionally, a measurement ends up taking much longer than expected. These
outliers are ignored.

7.3 AES

32-bit software implementations of AES usually fall into two categories, depend-
ing on whether it is safe to use table lookups or not. The fastest encryption
implementations for a single block use the idea that the various steps of the round
function can be combined in large lookup tables, usually called T-tables [DR02].
However, this type of implementation is known to be vulnerable to cache-based
timing attacks [Ber05a; OST06]. A CPU cache can leak information about which
memory address has been accessed during a computation. When this memory
address depends on a secret intermediate value as is the case with the T-table
approach, it can be used to extract secret information.

When multiple blocks can be processed in parallel (e.g., in CTR or GCM
mode) and the CPU registers are large enough to accommodate multiple blocks,
bitsliced implementations can be more efficient [Kön08; KS09]. This type of
AES implementation has the additional advantage that lookup tables are easily
avoidable, allowing a careful implementer to make it resistant against timing
attacks.

Our particular benchmarking platform does not have a data cache. We also
do not identify other potential sources of timing leakage. Therefore, it should
be safe to use a table-based AES implementation on this device. However, this
might not be the case on other RISC-V platforms. Table-based implementations
might also demand an unreasonable amount of memory on small embedded
RISC-V-based devices. This is why we treat both implementation categories.
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7.3.1 Table-based Implementations

At Indocrypt 2008, Bernstein and Schwabe explained how to optimize table-based AES implementations for a variety of CPU architectures [BS08]. They describe a baseline of 16 shift instructions, 16 mask instructions, 16 load instructions for table lookups, 4 load instructions for round keys, and 16 XOR instructions per AES round, plus 16 additional mask instructions in the last round and 4 additional round-key loads and 4 XOR instructions for the initial AddRoundKey. This baseline excludes the cost of loading the input into registers, writing the output back to memory, and some overhead such as setting the address of the lookup table in a register and storing callee-save registers on the stack when necessary. They then continue by listing various architecture-dependent optimizations.

On RISC-V, very few of these techniques are possible, which is no surprise given that the instruction set is intentionally kept very simple. The LBU byte load instruction allows to save 4 mask instructions in the final round. On the other hand, the baseline count assumes that it is possible to load from an address specified by a base value in one register and an offset in another register. While this holds for many architectures, it is not true for RISC-V. Instead, the full address needs to be explicitly computed each time. This means that we require 16 extra ADD instructions per round.

With round-key recomputation, only 14 round-key words have to be stored and loaded instead of 44. This saves 30 SW instructions in the key expansion, but more importantly, it allows to swap 30 LW instructions for 30 XOR instructions at the cost of using 4 extra registers of which their values need to be saved on the stack. We expected this to improve performance for encryption on our platform. However, it turned out that this was not the case so we did not employ this technique.

There is more that can be done with the free registers that are available. Some of the round keys could also be cached in registers such that they do not
have to be loaded for every block when encrypting multiple blocks. However, to keep the implementation as versatile as possible, we decided not to do this and to encrypt just a single block. This makes it possible to straightforwardly build any mode around it.

**Result.** We implemented and optimized the AES-128 key expansion and encryption algorithms. Both use the same 4 KiB lookup table. Key expansion finishes in 340 cycles and requires no stack memory. Encryption of a single 16-byte block is performed in 912 clock cycles. This uses 24 bytes on the stack to store callee-save registers.

### 7.3.2 Bitsliced Implementations

With bitsliced AES implementations, the internal parallelism in the SubBytes step usually means that the AES state is represented in such a way that a register is made to contain the $i$th bit of every byte of the state. This means that 8 registers are needed to represent the AES state, but then only 16 bits in the register are used, which is suboptimal. However, when multiple AES blocks can be processed in parallel, they can be stored in the same registers in order to process them simultaneously. Especially when the registers are large, this yields very high throughputs [KS09].

We implement an optimized bitsliced implementation of AES-128 in CTR mode. With 32-bit registers, only 2 blocks can be processed in parallel. The implementation is inspired by an earlier implementation optimized for the ARM Cortex-M4 architecture [SS16c] that formed the basis of Chapter 6.

For the most expensive operation, SubBytes, we use the smallest known circuit by Boyar and Peralta of 113 gates [BP10]. On the Cortex-M4, this could not be implemented directly because there were not enough registers available. With RV32I, carefully rearranging the instructions permits not having to spill
any intermediate value to the stack. We can therefore implement SubBytes in exactly 113 single-cycle bitwise instructions.

ShiftRows with a regular state representation uses rotations over the full rows of the AES state that are stored in registers. The equivalent for the bitsliced state representation requires to do rotations within a byte of a register, which is trickier to implement. The RV32I base ISA does not offer convenient instructions to do this or to extract bits from a register. It therefore has to be implemented by simply masking out a group of bits, shifting them to their correct position and inserting them in a result register. This takes 6 OR instructions, 7 AND(I) instructions and 6 shift instructions per state register. There are 8 state register, so this has to be done 8 times for one AES round.

On the Cortex-M4, MixColumns could be implemented with just 27 XOR instructions, heavily using the fact that one operand can be rotated for free. RISC-V, however, does not have a native rotation instruction in the base ISA at all. Therefore the rotation has to be implemented with two shifts and an OR instruction. We study the impact of rotation instructions in more detail in Section 7.7.2. In total, our MixColumns implementation uses 27 XOR instructions and 16 rotations.

The other parts of the implementation are straightforward or are very similar to the Cortex-M implementation of Chapter 6.

**Result.** Key expansion and conversion of all round keys to the bitsliced format takes 1239 clock cycles and 16 stack bytes. For benchmarking encryption, we selected a fixed plaintext size of 4096 bytes. This can be encrypted or decrypted with AES-128-CTR in 509 622 cycles, or at 124.4 cycles per byte. 60 stack bytes are used to store callee-save registers and copies of a few other values.
7.4 ChaCha

ChaCha is a family of stream ciphers based on Salsa20 [Ber08a]. It is known for its high speed in software and together with a message authentication code called Poly1305 it is used in TLS and OpenSSH [Ber05b; LCM+16; NL18].

ChaCha starts by loading constants, a 256-bit key, a 96-bit nonce, and a 32-bit counter into a 512-bit state. With RV32I, there are enough registers to keep the full state in registers during the whole computation. ChaCha20 is the most commonly used ChaCha variant that performs 20 rounds. Every round contains 4 quarter-rounds and every quarter-round consist of 4 additions, 4 XORs, and 4 rotations of 32-bit words. Because the RV32I base ISA lacks rotation instructions, every rotation has to be replaced by 2 shift instructions and an OR instruction. In total we require 20 single-cycle instructions to implement the ChaCha quarter-round.

The other parts are straightforward. As long as the input to the stream cipher is longer than 64 bytes, we generate the key-stream and XOR it with the input in blocks of 64 bytes. If the input length is not divisible by 64 bytes, there will be some bytes remaining that still need to be encrypted. For those, another 64 bytes of key-stream is generated. These are XORed with the input first per word (4 bytes) and finally per byte.

7.4.1 Result

Our implementation of the complete Chacha20 stream cipher requires 32 bytes in the DTIM memory to store constants and another 40 bytes on the stack to store callee-save registers. We benchmark speed with the same fixed input size of 4096 bytes as we used for the bitsliced AES-128-CTR implementation. This can be encrypted or decrypted in 114365 clock cycles, or at 27.9 cycles per byte.
7.5 Keccak

The Keccak-$f$ family of permutations was designed in the course of the SHA-3 competition [BDPV11b]. The Keccak-$f[1600]$ instance is now at the core of the SHA-3 hash functions and the SHAKE extendable output functions standardized by NIST [NIS15b]. It is also used in various other cryptographic functions. An optimized implementation of the Keccak-$f[1600]$ permutation therefore benefits all those schemes. In the Keccak implementation overview a number of implementation techniques are discussed, including those relevant to 32-bit software implementations [BDP+12].

7.5.1 Efficient Scheduling

The permutation operates on a relatively large state of 1600 bits. Having the RV32I architecture in mind, this state is clearly too large to fit into registers. It is therefore required to swap parts between memory and registers during the computation. Loads from memory and stores to memory are relatively expensive, so for an efficient implementation it is important to keep the number of loads and stores at a manageable level.

The permutation iterates a round function consisting of the steps $\theta$, $\rho$, $\pi$, $\chi$, and $\iota$. The first four steps each process the full state. Computing them one by one would therefore use many loads and stores. The designers described a technique to merge the computation of these steps such that only two passes over the full state are required per round. This is explained in detail in the implementation overview document [BDP+12]. We follow the same approach for our RISC-V implementation.

7.5.2 Bit Interleaving

The state is structured as $5 \times 5$ 64-bit lanes. On a 32-bit architecture, one could simply split the lanes into two halves that are stored in separate registers, but
for the permutation itself, it is more efficient to interleave the bits. The bits with an *even* index are then stored in one register and those with an *odd* index in another. The lane-wise translations in $\theta$ and in $\rho$ then become 32-bit rotations. It has been mentioned before that the RV32I base ISA does not contain rotation instructions.

In fact, with both approaches a lane-wise translation costs 6 single-cycle instructions. The difference is that with the interleaved representation, for translation offsets of 1 or -1 only a single register has to be rotated. Those then only cost 3 single-cycle instructions. Because this is the case for 6 out of 29 lane translations per round, bit interleaving still provides a nice improvement if one only considers Keccak-$f$.

### 7.5.3 Lane Complementing

The $\chi$ step computes 5 XOR, 5 AND, and 5 NOT (64-bit) operations on the lanes of every plane of the state. There are 5 such planes and we only have 32-bit instructions, so in total $\chi$ requires 50 XOR instructions, 50 AND instructions, and 50 XORI instructions with −1 as immediate per round. The number of XORI instructions can be reduced to 10 by representing certain lanes by their complement and by changing some AND instructions into OR instructions. This comes at the cost of applying a mask at the beginning and at the output of Keccak-$f$. This technique is also described in more detail in the implementation overview document [BDP+12]. This is a useful technique on the RISC-V, because there is no instruction that combines an AND with a NOT of one of its operands, as is the case on some other architectures.

### 7.5.4 Result

Our RISC-V implementation is inspired by the fastest Cortex-M3/M4 implementation known to us, which is the KeccakP-$1600$-inplace-$32bi$-$armv7m-le
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implementation in the eXtended Keccak Code Package. The main differences are that we add lane complementing and that we keep more variables in registers instead of having to store them on the stack.

Memory-wise our implementation requires 192 bytes in the DTIM memory for the round constants and 20 bytes on the stack. To benchmark speed, we measure a single execution of the permutation from the instruction cache. This takes 13774 clock cycles, or 68.9 cycles per byte.

7.6 Arbitrary-Precision Arithmetic

Arbitrary-precision arithmetic on integers, also called big-integer arithmetic, is a core component of public-key cryptographic systems such as RSA and elliptic-curve cryptography. We consider addition and two multiplication algorithms, schoolbook and Karatsuba multiplication. The multiplication algorithms make heavy use of the RISC-V M extension. This provides a \(32 \times 32\)-bit multiplier and the \(\text{MUL}\) and \(\text{MULHU}\) instructions, among some others that we will not use. \(\text{MUL}\) gives the lower 32 bits of the 64-bit multiplication result, \(\text{MULHU}\) the higher 32 bits, interpreting its operands both as unsigned values. On the E31, they each have a result latency of 2 clock cycles.

7.6.1 Carries and Reduced-Radix Representations

An arbitrarily large integer is usually represented as a vector of CPU words. The part of the integer that fits in a single CPU word is called a limb. Arithmetic on arbitrary-precision integers then translates to an algorithm that performs arithmetic with the limbs, as those are the only units that a CPU can work with.

The addition of two limbs may result in an overflow. On most CPU architectures, whether an overflow occurred is stored in a carry flag. This can then subsequently be used in an add-with-carry operation.

\(^{4}\)https://github.com/XKCP/XKCP

160
RISC-V, however, does not specify the existence of a carry flag. Instead, the carry needs to be explicitly computed every time. The SLTU instruction (set less than unsigned) is very useful for this. Let \( r = a + b \), where \( r, a, \) and \( b \) are unsigned 32-bit values. The addition produces a carry \( c \) when \( r < a \) (or \( r < b \)). In assembly, this can be implemented with `ADD r, a, b; SLTU c, r, a`.

This explicit carry handling can be the cause of a significant overhead. One way to avoid this is by guaranteeing that a carry will not occur. This is possible by using a reduced-radix representation, also known as a redundant integer representation. Instead of the full 32 bits, one can use the least-significant \( k \) bits of every limb, such that the most-significant \( 32 - k \) bits are zero at the start. This \( \text{radix-}2^k \) representation requires more limbs to store an integer of the same bit length, but the advantage is that one can do one or even many additions without producing an overflow. The carries are accumulated in the most-significant \( 32 - k \) bits of the same limb. Only in the end they may need to be added to the next limb to get back to a unique integer representation.

What is more efficient is highly application-dependent, as that determines how many and which operations are computed on the integers. We aim to keep this neutral by studying the performance of both types of addition and multiplication algorithms for an arbitrary number of limbs, without specifying a precise radix.

### 7.6.2 Addition

Arbitrary-precision addition is a simple operation that consists of a carry chain for full-limb (radix-\(2^{32}\)) integer representations. The operands are added limb-wise, where every such addition may result in an overflow that has to be carried to the next limb.

Figure 7.1 shows how both reduced and full representations compare. It appears that carry handling is a significant part of the computational effort. A reduced-radix representation is approximately 37\% faster than a representation...
that is not redundant. However, one should note that with a reduced-radix representation, more limbs will be required. For example, it is fairer to compare the reduced-radix representation with 12 limbs to the full-radix representation with 10 limbs, when only 27 bits are used in every limb, i.e., in radix $2^{27}$. The cost of carrying at the end to get back to a unique representation also needs to be taken into account.

Still, it appears that reduced-radix representations can be beneficial when multiple additions have to be computed.

Figure 7.1 also shows the estimated cost of full-limb addition if there were a carry flag and add-with-carry operation. This is discussed in Section 7.7.4.

![Figure 7.1: Performance of arbitrary-precision addition.](image)

7.6.3 Schoolbook Multiplication

Many algorithms exist to implement arbitrary-precision multiplication. One of the simplest ones is called schoolbook multiplication. With the schoolbook multiplication method multiplying two $n$-limb integers takes $n^2$ single-limb (in our case: 32 $\times$ 32-bit) multiplications.
A representation that is not reduced still has to perform some carry handling, but the cost of this is much less significant with multiplication compared to addition, as can be seen in Fig. 7.2. Schoolbook multiplication with reduced-radix representations is only 8% faster than multiplication with representations that are not reduced. And because more limbs will be required, there is actually very little advantage to using a reduced-radix representation.

This can be explained by the fact that the \texttt{LW}, \texttt{SW}, \texttt{MUL}, and \texttt{MULHU} instructions take more CPU cycles compared to the simpler bitwise and arithmetic instructions. A reduced-radix representation does not avoid this more significant part of the cost of the inner loop of the algorithm.

### 7.6.4 Karatsuba Multiplication

The Karatsuba algorithm was the first multiplication algorithm that was discovered that has a lower asymptotic time complexity than $O(n^2)$ [KO63]. Instead, it can recursively multiply arbitrary-precision integers in $O(n^{\log_2 3})$. It succeeds in this by effectively trading an $n$-limb multiplication for $3 \frac{n}{2}$-limb multiplications and several additions.

The details of the Karatsuba multiplication algorithm have been extensively covered in other works. It is used in many implementations of cryptographic schemes, most notably for RSA [SV93] and elliptic-curve cryptography [BCL14; DHH+15; FA19], but also for more recent lattice-based [KRS19] and isogeny-based [SLLH18] post-quantum cryptography.

We implement a single level of subtractive Karatsuba that multiplies two equal-length operands with an even number of limbs. This restriction is only there to simplify the performance analysis by being able to omit a few implementation details for dealing with special cases. The case of equal-length operands with an even number of limbs is also in fact the most common scenario in cryptography, which is why it is not even necessarily a relevant restriction.
Figure 7.2 shows that even for a very small number of limbs, the Karatsuba multiplication algorithm is already faster than schoolbook multiplication. This is not obvious, as the cost of the extra additions and constants in the complexity typically imply a certain threshold where Karatsuba starts to perform better.

The gap between reduced-radix representations and nonreduced or full-limb representations is slightly larger than with schoolbook multiplication, which can be partially explained by the extra additions that need to be computed. Its difference is now approximately 21%. Whether this suffices to make a reduced-radix representation more efficient in practice is hard to conclude from this data. It will depend on the specific application.

**Figure 7.2:** Performance of arbitrary-precision multiplication.

7.7 Extending RISC-V and Discussion

7.7.1 Speed Comparison with ARM Cortex-M4

The RISC-V platform that we used has similarities with ARM Cortex-M microprocessors. Both have 32-bit architectures and are designed for cheap embedded
applications. The main difference is that ARM microprocessors have a richer (proprietary) instruction set. For example, rotations are always available in ARMv7-M and can even be combined with arithmetic instructions in a single CPU cycle. The architecture also provides nicer bit-extraction instructions, a carry flag and a single-cycle add-with-carry. On the other hand, RV32I comes with more registers, which may benefit cryptographic primitives that have a larger state. This can save a lot of overhead of having to spill values to the stack.

At first sight, it is unclear which weighs more heavily. We therefore compare the relative performance of our optimized cryptographic primitives with their counterpart on the Cortex-M4. There already exist AES, ChaCha20, and Keccak-$f[1600]$ assembly implementations optimized for that platform.

### Table 7.1: Comparison between the E31 (RV32IMAC) and the Cortex-M4.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Cortex-M4</th>
<th>E31/RV32IMAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table AES-128 key exp.</td>
<td>244.9 [SS16c]</td>
<td>340</td>
</tr>
<tr>
<td>Table AES-128</td>
<td>634.7 [SS16c]</td>
<td>39.8 912</td>
</tr>
<tr>
<td>Bitsliced AES-128 key exp.</td>
<td>1021.9 [SS16c]</td>
<td>1239</td>
</tr>
<tr>
<td>Bitsliced AES-128-CTR</td>
<td>413 849.6 101.0 [SS16c] 509 622$^*$</td>
<td>124.4</td>
</tr>
<tr>
<td>ChaCha20 encrypt</td>
<td>56 934.4 13.9 [HRS16] 114 365$^*$</td>
<td>27.9</td>
</tr>
<tr>
<td>Keccak-$f[1600]$ permute</td>
<td>12 969$^+$ 64.8</td>
<td>13 774</td>
</tr>
</tbody>
</table>

* When encrypting 4096 bytes.
† We benchmarked the KeccakP1600_Permute_24rounds function from https://github.com/XKCP/XKCP/blob/master/lib/low/KeccakP-1600/ARM/KeccakP-1600-inplace-32bi-armv7m-le-gcc.s on a board with an STM32F407 microcontroller.
Table 7.1 provides the exact numbers, while Fig. 7.3 visualizes their relative speed. It can be seen that all schemes require more cycles with the RV32I architecture. Of course, this does not directly relate to speed in practice, as we do not take the different CPU clock frequencies into account. It shows that all schemes use instructions that can be computed in a single cycle on the Cortex-M4, but not with RV32I. Relatively, it appears that ChaCha20 has the largest disadvantage because of this. For this scheme, the lack of rotation instructions seems to outweigh the possibility to keep the full state in registers without spilling to the stack, something that is necessary on the Cortex-M4.

### 7.7.2 The RISC-V B Extension

The RISC-V foundation reserved the B extension for bit manipulation instructions. In 2017 there was an active working group that would develop a specification for the B extension. However, the working group dissolved in November 2017 for bureaucratic reasons.\(^5\) An independent fork was developed outside of the RISC-V foundation, which was merged back and made official in March 2019. The latest V0.92 draft specification adds 58 new instructions.\(^6\) While it is unknown which will be used in the end, it is likely that this will include some type of rotation, byte shuffle, and bit-extraction instructions. The current specification also includes an and-with-complement instruction. This would imply that lane complementing would no longer be advantageous for Keccak-$f[1600]$.

We estimate the impact that this extension will have, focusing on rotations. For each scheme, we counted all instruction sequences that could be replaced by a rotation instruction. Our table-based AES does not use rotations, while the bitsliced AES implementations use 144 of them. ChaCha20 uses 320 rotation instructions and Keccak-$f[1600]$ 1248.

Assuming that the rotation would be done in a single cycle, we calculated how many CPU cycles would be saved by having this instruction. The results

---

5. [https://groups.google.com/forum/#!forum/riscv-xbitmanip](https://groups.google.com/forum/#!forum/riscv-xbitmanip)

6. [https://github.com/riscv/riscv-bitmanip](https://github.com/riscv/riscv-bitmanip)
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can be seen in Table 7.2 and Fig. 7.3. For Keccak and especially for ChaCha20, rotations are a significant part of their computational cost. From Fig. 7.3 it is clear that with rotations, the Keccak-$f$ permutation can be computed in fewer cycles than on the Cortex-M4. This is because more registers are available.

Table 7.2: Estimated improvement with a rotation instruction.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Rotations</th>
<th>Improvement</th>
<th>Cycles/byte</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table-based AES</td>
<td>0</td>
<td>0.0%</td>
<td>57.0</td>
</tr>
<tr>
<td>Bitsliced AES</td>
<td>144</td>
<td>7.0%</td>
<td>115.7</td>
</tr>
<tr>
<td>ChaCha20</td>
<td>320</td>
<td>35.8%</td>
<td>17.9</td>
</tr>
<tr>
<td>Keccak-$f$[1600]</td>
<td>1248</td>
<td>18.1%</td>
<td>56.4</td>
</tr>
</tbody>
</table>

Figure 7.3: Speed of cryptographic primitives.
7.7.3 Number of Registers

We already discussed some consequences of the large number of registers that are available on the performance of these implementations. Especially ChaCha and Keccak, but also the bitsliced AES implementation, benefit from having to spill fewer intermediate values to the stack. It is noteworthy to mention that the RV32E instruction set, which is nearing its completion and which is intended to target embedded devices, will most likely decrease the number of registers from 32 to 16 [RIS19]. This will set back the performance of aforementioned schemes, but this may be compensated by supporting the B extension with a rotation instruction.

7.7.4 Carry Flag

In Section 7.6 we studied the performance of arbitrary-precision addition and multiplication with and without reduced-radix integer representations. We now estimate how full-limb representations would perform if an RV32I core was extended with a carry flag and an add-with-carry instruction. We assume that this instruction would have a result latency of a single CPU clock cycle, similar to a regular addition instruction.

For addition, 4 cycles per limb would be saved in our implementation. We then subtracted $4n$ cycles from the full-radix addition results, where $n$ is the number of limbs. The result can be seen in Fig. 7.1. As is to be expected, addition with this instruction is almost as fast as reduced-radix representation, the only difference being the top (most-significant) limb that gets set.

With schoolbook multiplication $2n^2$ cycles are subtracted, as we can save 2 cycles in the inner loop with the add-with-carry instruction, which is executed $n^2$ times. For Karatsuba multiplication we computed that the add-with-carry instruction would save $27\frac{n}{4} + 6\left(\frac{n}{4}\right)^2$ cycles. The quadratic term comes from the cycles that are saved with the schoolbook multiplications and the linear part from the cycles that are saved with additions. Figure 7.2 contains plots
for both estimates. With an add-with-carry instruction both schoolbook and Karatsuba multiplication would be approximately as fast as their reduced-radix counterparts. The reduced-radix implementations use more limbs and still need to carry at the end, so it appears that an add-with-carry instruction completely compensates for any advantage that a reduced-radix implementation gives.

7.8 Conclusion

We showed how AES, ChaCha, and Keccak-\(f\) can be implemented efficiently on the 32-bit variant of the promising open-source RISC-V architecture. We also showed how arbitrary-precision addition and multiplication can be implemented and studied the performance of all these primitives. As the RISC-V is an open design intended to be extensible, we showed for several features, such as a rotation instruction and an add-with-carry instruction, how much improvement exactly could be gained by adding these features. These numbers are essential for making reasonable trade-offs in software-hardware co-design and we hope that they will be found useful by a wide audience.
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Side-Channel Countermeasures
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Vectorization

Part III introduces techniques to optimize specific countermeasures against side-channel attacks. Masking is one of these countermeasures. This chapter is about how vector registers in CPUs can be exploited in the implementation of parallel masking schemes. In comparison to the original publication [GPSS18], the appendix has been merged into the text and minor textual edits have been made.

8.1 Introduction

There is a long history of protecting AES [DR02] implementations against side-channel analysis (SCA) or side-channel attacks. Side-channel attacks exploit physical information, such as power consumption or electromagnetic radiation of devices running some cryptographic primitive, to learn information about secret data, typically cryptographic keys. Higher-order masking is a well-studied countermeasure against such attacks [CJRR99; GP99]; unfortunately, it comes at a rather high cost in terms of performance. This is a reason why in practice, well-protected implementations are not as ubiquitous as one would hope. In software, higher-order masked implementations are typically orders of magnitude slower compared to unprotected implementations, as was explored at Eurocrypt 2017 by Goudarzi and Rivain [GR17].

Simultaneously at Eurocrypt 2017, a theoretical model was proposed to study the security of parallel implementations of masking schemes, called the bounded-moment leakage model [BDF+17]. As parallelization can be a very powerful tool to increase performance, this model gives the foundation for faster protected implementations. One common way to parallelize software implementations is through vectorization. In a vectorized implementation, a
single instruction operates on multiple data elements inside one vector register at the same time. For vectorization to be useful, data parallelism is required, which in the case of higher-order masking is trivially provided by the necessity to compute on multiple shares.

Precisely this approach of vectorization with data-level parallelism coming from multiple shares was used in a CHES 2017 paper by Journault and Stan- daert [JS17]. That paper studies a parallel bitsliced (i.e., vectorized with 1-bit vector elements) implementation using 32 shares on the ARM Cortex-M4. The reason for using 32 shares was the fact that the Cortex-M4 has 32-bit registers and bitslicing is then very efficient at \(32\times\) data-level parallelism. Empirical tests described in that paper confirmed that the bounded-moment model is also useful in practice. Specifically, these tests showed that a 4-share version of their implementation yielded no leakage of order less than 4. It is of course still possible that the actual security order is lower, but it can at least be viewed as an encouraging result. They conclude their evaluation by performing an information-theoretic analysis of the leakage in order to bound the attack complexity for the 32-share implementation.

In this chapter we study how the powerful NEON vector unit on larger ARM Cortex-A processors can be used to obtain efficient masked AES implementations. Straightforwardly adapting the approach from [JS17] to obtain data-level parallelism would result in implementations with 64 or 128 shares (for 64-bit or 128-bit vector registers), which would be a security overkill and result in terrible performance. Instead we follow the approach of the bitsliced AES implementations presented in [Kön08; KS09], which exploit the data-level parallelism of 16 independent S-box computations. As a result, we present implementations using 4 and 8 shares, which in theory offer security up to the 3rd and 7th order. We use refreshing and multiplication algorithms that are based on the algorithms in [BDF+17] and even slightly improve on some of them by requiring less randomness. They are proven secure in the bounded-moment model and also proven to satisfy strong non-interference [BBD+16]. We
provide a concrete evaluation of our implementations on a BeagleBone Black, which has been used successfully before to perform differential electromagnetic analysis at 1 GHz [BGRV15]. Using nearly the same setup, we employ the popular TVLA methodology [CDG+13] in conjunction with leakage certification [DSP16] and we show that there is actually some leakage in the 3rd order of our 4-share implementation, but not in the 2nd order. We then continue to bound the measurement complexity of the 8-share implementation using an information-theoretic approach [DFS15].

To summarize, the contributions of this chapter are that

- we provide the first vectorized instantiation of the bounded-moment leakage model published at Eurocrypt 2017 [BDF+17] with strong non-interference [BBD+16];
- we provide the fastest publicly available higher-order masked AES implementations with 4 and 8 shares for the ARM Cortex-A8; and that
- we perform a practical side-channel evaluation of the 4-share AES implementation and derive security bounds for the 8-share implementation.

Source code. The source code of our implementations is available in the public domain. It can be downloaded at https://github.com/Ko-/aes-masked-neon.

8.2 Preliminaries

8.2.1 Higher-Order Masking of AES

Implementations of cryptographic primitives such as block ciphers are typically vulnerable to attacks that use SCA. Information about physical characteristics, such as the electromagnetic radiation, of a device that executes a block cipher can be used to recover the secret key [GMO01; Koc96].

A well-studied countermeasure against this class of attacks is (higher-order) masking. It works by splitting each secret variable $x$ into $d$ shares $x_i$ that satisfy

\[ x = x_1 + x_2 + \ldots + x_d \]

where $x_i$ are random values and $\{x_1, x_2, \ldots, x_d\}$ is the set of random shares. The goal is to ensure that the attacker cannot infer any information about the secret $x$ from the shares alone.

The method works by distributing the shares among the hardware components of the device, so that each component processes only a subset of the shares. This makes it impossible for an attacker to learn anything about $x$ from the observed behavior of the device.

To achieve this, each component is designed to perform computations on the shares in a way that is independent of the other components. This is done by using a technique called “masking”, which involves combining the shares with random values, called “masking constants”. The resulting computation is then performed on the masked values, and the result is unmasked before it is output.

The masking constants are chosen randomly and are kept secret. They are used to mask the shares before the computation and unmask them after the computation. This ensures that the output of the computation is independent of the secret $x$ and is only dependent on the random values used in the masking.

The security of the masking scheme is based on the assumption that the attacker does not have access to any information about the random values used in the masking. If the attacker cannot learn anything about the random values, they cannot learn anything about the secret $x$. This makes the scheme resistant to side-channel attacks.

The masking scheme can be used to protect against a wide range of side-channel attacks, including electromagnetic attacks, power trace attacks, and timing attacks. It is widely used in the design of secure implementations of cryptographic primitives.
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\(x_0 \oplus x_1 \oplus x_2 \oplus \cdots \oplus x_{d-1} = x\). When \(\oplus\) denotes the Boolean XOR operation, this is called Boolean masking. Any \(d - 1\) of these shares should be statistically independent of \(x\) and should be uniformly randomly distributed. If this is the case, then this masking scheme provides privacy in the \((d - 1)\)-probing model, as put forward by Ishai, Sahai, and Wagner [ISW03]. The idea is that an attacker applying \(d - 1\) probes to learn intermediate values of the computation will not be able to learn anything about the secret value. The value \(d - 1\) is called the order of the masking scheme.

When masking is applied, operations on \(x\) are to be performed on its shares. For linear operations \(f\), those that satisfy \(f(x+y) = f(x) + f(y)\) and \(f(ax) = af(x)\), it holds that they can trivially be computed on the shares of \(x\) individually. For nonlinear operations, several algorithms have been suggested to retrieve the correct result. In [ISW03] it was shown how to compute a masked AND gate and, together with the linear NOT, this is functionally complete.

AES [DR02] in particular has received a lot of attention when it comes to protected implementations. The round function of AES consists of AddRound-Key, SubBytes, ShiftRows, and MixColumns. AddRoundKey, ShiftRows, and MixColumns are all linear. SubBytes is not. Much research has therefore been aimed at finding efficient representations of a masked variant of the AES S-box [CB08; GR17; KHL11; RP10].

8.2.2 Strong Non-interference

Strong non-interference (SNI) is a security notion, formalized in [BBD+16], that is slightly stronger than probing security. It currently seems to be the right security notion when considering practical security. The problem with probing security is that, given two algorithms that are secure at order \(d - 1\) in the probing model, the composition of these algorithms is not necessarily secure at order \(d - 1\). SNI, on the other hand, means that an algorithm is composable, guaranteeing that one can verify the security of the composition of multiple secure algorithms.
As an example to see why SNI is desirable, consider the provably secure masking scheme by Rivain and Prouff from CHES 2010 [RP10]. Three years later, an attack was found against the composition of the refreshing of masks and the masked multiplication [CPRR14]. The scheme was fixed subsequently. It was shown in [BBD+16] that the main difference between the original and the fixed algorithms is exactly this notion of strong non-interference.

Automated verification tools exist to formally prove strong non-interference. This gives stronger guarantees on the theoretical security of a masking scheme.

### 8.2.3 Bounded-Moment Leakage Model

The probing model and its variants are not always straightforward to interpret. The fact that \(d - 1\) shares should be statistically independent is based on the idea that an attacker can inspect the leakage of intermediate computations on the shares separately. In software, it therefore applies better to serial implementations. When computations are performed on multiple shares in parallel, it is not immediately clear what the relation with the probing security model is.

To handle this, the bounded-moment model has been proposed in [BDF+17]. It is more targeted toward parallel implementations and can deal with the concept that multiple shares are manipulated simultaneously. Barthe, Dupressoir, Faust, Grégoire, Standaert, and Strub proved that probing security of a serial implementation implies bounded-moment security for its parallel counterpart. It is a weaker security notion than the noisy leakage model [CJRR99; PR13].

Security in the bounded-moment model is defined using leakage vectors and mixed moments. For every clock cycle \(c\), there is a leakage vector \(L_c\). The leakage vector is a random variable that is computed as the sum of a deterministic part that depends on the shares that are manipulated, and on the noise \(R_c\). The mixed moment of a set \(\{Y_1, \ldots, Y_r\}\) of \(r\) random variables at orders \(o_1, \ldots, o_r\) can be defined as \(E \left[ \prod_{i=1}^{r} Y_i \right]\), where \(E\) denotes the expected value. Now, consider
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an $N$-cycle cryptographic implementation that manipulates a secret variable $x$. This results in a set $\{L_1, \ldots, L_N\}$ of $N$ leakage vectors. The implementation is said to be secure at order $\sigma$ in the bounded-moment model if all the mixed moments of order $\leq \sigma$ of $\{L_1, \ldots, L_N\}$ are statistically independent of $x$.

8.2.4 Vectorization with NEON

The ARM Cortex-A8 is a 32-bit processor that implements the ARMv7-A microarchitecture. It is used in smartphones, digital TVs, and printers, among others. It was first introduced in 2005 and is currently widely deployed. Its main core can run at 1 GHz and implements features such as superscalar execution, an advanced branch prediction unit, and a 13-stage pipeline. There are 16 32-bit $r$ registers, of which 14 are generally available to the programmer.

The Cortex-A8 comes with the so-called Advanced SIMD extension, better known as NEON, that adds another 16 128-bit $q$ registers. These vector registers can also be viewed as 32 64-bit $d$ registers. For example, $q0$ consists of $d0$ and $d1$, $q1$ consists of $d2$ and $d3$, etc. Operations can typically be performed on 8-bit, 16-bit, or 32-bit elements in a SIMD fashion. While 128-bit registers are supported, the data path of the Cortex-A8 is actually only 64 bits wide, which means that operations on 128-bit registers will be performed in two steps. NEON has a separate 10-stage pipeline. In particular, it has a load/store unit that runs next to an arithmetic unit. This means that an aligned load and an arithmetic instruction can be executed in the same cycle.

NEON has been used successfully in the past to vectorize and optimize implementations of cryptographic primitives [BS12], but its power has to the best of our knowledge not yet been exploited for higher-order masking in the way that we propose here.
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8.3.1 Representing the Masked State

The AES state [DR02] is usually pictured as a square matrix of 4 by 4 byte-sized elements. This representation leads to efficient software implementations when SubBytes is implemented using lookup tables. However, such implementations are also prone to cache-timing attacks [Ber05a], as the memory location of the value that is looked up depends on some secret intermediate value. An alternative bitsliced representation avoids these attacks. In this bitsliced representation, all the first bits of every byte are put in one register, all the second bits in the next register, etc. For SubBytes, one can now compute the S-box on the individual bits and do that for all 16 bytes in parallel. The S-box parallelism of AES for bitslicing was first exploited by Könighofer in [Kön08] and it was also used in the speed-record-setting AES implementation targeting Intel Core 2 processors by Käsper and Schwabe [KS09]. At a small cost, the other (linear) operations of AES are modified to operate on this bitsliced representation as well.

However, on most devices registers are longer than 16 bits, so it would be a waste to not utilize this. AES implementations without side-channel protections choose to process multiple blocks in parallel, by simply concatenating multiple 16-bit chunks from independent blocks in one register. For example, the AES implementation of [KS09] processes 8 blocks in parallel in a 128-bit XMM register. When the vector registers become larger, this trivially leads to higher throughputs for parallel modes of operation.

In this section we present three implementations that, instead of multiple blocks, process multiple shares in parallel. The first implementation fills a 64-bit d register with 4 shares. The second has 8 shares, that are used to fill a 128-bit q register. The third combines 2 blocks with each 4 shares, and also utilizes the 128-bit q registers. It interleaves the shares of the 2 blocks for efficiency reasons. Note that this third implementation requires a parallel mode of operation.
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<table>
<thead>
<tr>
<th></th>
<th>share 0</th>
<th></th>
<th>share d − 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>row 0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>row 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>row 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>row 3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>col 0</td>
<td>col 1</td>
<td>col 2</td>
</tr>
</tbody>
</table>

**Figure 8.1:** Register layout for the single-block implementations. There are 8 of these 16d-bit vector registers. Rectangles on the bottom left represent individual bits.

### 8.3.2 Parallel Multiplication and Refreshing

In [BDF+17], new algorithms for parallel multiplication (including the \texttt{AND} operation) and parallel refreshing were proposed. They are proven to be secure in the bounded-moment model and proven to satisfy strong non-interference using techniques from automated program verification [BBD+15]. Correct implementations of these algorithms are critical for the security of our implementations. We suggest slightly improved algorithms for \(d = 4\) and \(d = 8\) that require less randomness, but we could not generalize them to an improvement for all orders. As with the original algorithms, they are proven secure using the same automatic verification tools.

**Refreshing – 4 shares.** Refreshing can be necessary to make sure that values in registers are again statistically independent. The refreshing algorithm in [BDF+17] requires \(2d\) bytes of fresh uniform randomness. Let \(x\) (in boldface) denote a vector register that contains \([x_0, \ldots, x_{d-1}]\), where \(\bigoplus_{i=0}^{d-1} x_i = x\), and let \(r\) be a vector of the same length that contains uniformly random values. For AES, a single share takes 2 bytes in a register, so a randomness vector \(r\) will be \(2d\) bytes.
Then \( x' = r \oplus \text{rot}(r, 1) \oplus x \) is a secure way to refresh \( x \), where \( \text{rot}(a, n) \) rotates \( a \) to either left or right by \( n \) shares. In the case of AES, this is equal to applying a rotation by \( 2n \) bytes. For 4 shares, this algorithm additionally achieves SNI.

**Listing 8.1:** NEON implementation of refreshing with 4 shares.

```assembly
//param rand is r register with address of randomness
//param a is d register to refresh
//param tmp is d register that gets overwritten
.macro refresh rand a tmp
  vld1.64 {tmp}, [~,rand]! //get 8 bytes of randomness
  veor \a, \tmp
  vext.16 \tmp, \tmp, #1
  veor \a, \tmp
.endm
```

**Refreshing – 8 shares.** While the previous refreshing algorithm generalizes to 8 shares, it no longer achieves SNI at 8 shares. To reach this, in [BDF+17] it turned out to be necessary to iterate the refreshing algorithm 3 times. In other words, one would need to compute

\[
r \oplus \text{rot}(r, 1) \oplus r' \oplus \text{rot}(r', 1) \oplus r'' \oplus \text{rot}(r'', 1) \oplus x
\]

This requires 3 vectors of uniform randomness, or 48 bytes with AES. We improve this algorithm by computing

\[
r \oplus \text{rot}(r, 1) \oplus r' \oplus \text{rot}(r', 2) \oplus x
\]

We verified with the current version of the tool of [BBD+15] that this also achieves SNI at order 7. Moreover, it requires one less randomness vector. In the case of AES, we now require 32 bytes of uniform randomness.
Listing 8.2: NEON implementation of refreshing with 8 shares.

```c
//param rand is r register with address of randomness
//param a is q register to refresh
//param tmp is q register that gets overwritten
.macro refresh rand a tmp
  vld1.64 \{tmp\}, [\rand:128]! //get 16 bytes of randomness
  veor \a, \tmp
  vext.16 \tmp, \tmp, #1
  veor \a, \tmp
  vld1.64 \{tmp\}, [\rand:128]! //get 16 bytes of randomness
  veor \a, \tmp
  vext.16 \tmp, \tmp, #2
  veor \a, \tmp
.endm
```

**Multiplication – 4 shares.** Multiplication in a finite field, or an AND gate in the case of $\mathbb{F}_2$, is trickier to perform in a secure way. Consider the case where one wants to compute $z = x \cdot y$. Let $r$ and $r'$ be uniformly random vectors. Then, with 4 shares, the algorithm suggested in [BDF+17] computes the following to achieve SNI at order 3:

\[
z = x \cdot y \oplus r \oplus x \cdot \text{rot}(y, 1) \oplus \text{rot}(x, 1) \cdot y \oplus \text{rot}(r, 1) \\
\oplus x \cdot \text{rot}(y, 2) \oplus r' \oplus \text{rot}(r', 1).
\]

However, we can again improve this slightly such that less randomness will be necessary. Let $r_4$ be a uniformly random value. Then we proved using the tool of [BBD+15] that the following is also 3rd-order SNI-secure. For AES, this requires 10 fresh uniformly random bytes (8 for $r$ and 2 for $r_4$) instead of 16:

\[
z = x \cdot y \oplus r \oplus x \cdot \text{rot}(y, 1) \oplus \text{rot}(x, 1) \cdot y \oplus \text{rot}(r, 1) \\
\oplus x \cdot \text{rot}(y, 2) \oplus r_4, r_4, r_4, r_4.
\]
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Listing 8.3: NEON implementation of multiplication with 4 shares.

```
Listing 8.3: NEON implementation of multiplication with 4 shares.

//param rand is r register with address of randomness
//param c is d register where result gets stored
//param a and b are d registers to and, remain unchanged
//param tmp and tmpr are d registers that get overwritten
.macro masked_and rand c a b tmp tmpr
  vand \c, \a, \b //z = x.y
  vld1.64 {\tmp}, {\rand}! //get 8 bytes of randomness
  vext.16 \tmp, \b, \b, #1
  veor \c, \tmp // + r
  vand \tmp, \a
  veor \c, \tmp // + x.(rot y 1)
  vext.16 \tmp, \a, \a, #1
  vand \tmp, \b
  veor \c, \tmp // + (rot x 1).y
  vext.16 \tmp, \tmp, \tmp, #1
  veor \c, \tmp // + (rot r 1)
  vext.16 \tmp, \b, \b, #2
  vand \tmp, \a
  veor \c, \tmp // + x.(rot y 2)
  vld1.16 {\tmp[]}, {\rand}! //get 2 bytes of randomness
  veor \c, \tmp // + (r4,r4,r4,r4)
.endm
```

**Multiplication – 8 shares.** With 8 shares, we use the original algorithm of [BDF+17] that is SNI at order 7. This requires 3 randomness vectors, which in the case of AES amounts to 48 bytes:

\[
z = x \cdot y \oplus r \oplus x \cdot \text{rot}(y, 1) \oplus \text{rot}(x, 1) \cdot y \oplus \text{rot}(r, 1) \\
\oplus x \cdot \text{rot}(y, 2) \oplus \text{rot}(x, 2) \cdot y \oplus r' \\
\oplus x \cdot \text{rot}(y, 3) \oplus \text{rot}(x, 3) \cdot y \oplus \text{rot}(r', 1) \\
\oplus x \cdot \text{rot}(y, 4) \oplus r'' \oplus \text{rot}(r'', 1).
\]

We attempted to reduce this by replacing the last randomness vector by a vector with a single random value, as in the algorithm for 4 shares, but we found that this does not achieve SNI at order 7.
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Listing 8.4: NEON implementation of multiplication with 8 shares.

//param rand is r register with address of randomness
//param c is q register where result gets stored
//param a and b are q registers to and, remain unchanged
//param tmp and tmpr are q registers that get overwritten

.macro masked_and rand c a b tmp tmpr
  vand \c, \a, \b  //K = A.B
  vld1.64 {\tmp}, [{\rand:128}]!  //get 16 bytes of randomness
  veor \c, \tmp  //+ R
  vext \c, \tmp, \b, \b, #1
  veor \c, \tmp  //+ A.(rot B 1)
  vext.16 \tmp, \a, \a, #1
  vand \tmp, \b
  veor \c, \tmp  //+ (rot A 1).B
  vext.16 \tmp, \tmp, \tmp, #1
  veor \c, \tmp  //+ (rot R 1)
  vext.16 \tmp, \b, \b, #2
  vand \tmp, \a
  veor \c, \tmp  //+ A.(rot B 2)
  vext.16 \tmp, \a, \a, #2
  vand \tmp, \b
  veor \c, \tmp  //+ (rot A 2).B
  vld1.64 {\tmp}, [{\rand:128}]!  //get 16 bytes of randomness
  veor \c, \tmp  //+ R'
  vext \c, \tmp
  veor \c, \tmp  //+ A.(rot B 3)
  vext.16 \tmp, \a, \a, #3
  vand \tmp, \b
  veor \c, \tmp  //+ (rot A 3).B
  vext.16 \tmp, \tmp, \tmp, #1
  veor \c, \tmp  //+ (rot R' 1)
  vext.16 \tmp, \b, \b, #4
  vand \tmp, \a
  veor \c, \tmp  //+ A.(rot B 4)
  vld1.64 {\tmp}, [{\rand:128}]!  //get 16 bytes of randomness
  veor \c, \tmp  //+ R''
  vext.16 \tmp, \tmp, \tmp, #1
  veor \c, \tmp  //+ (rot R'' 1)
.endm
Randomness. Implementations that are protected using higher-order masking require a lot of randomness. To be able to prove statistical independence, this randomness should be fresh and uniformly distributed. For resisting attacks in practice, it is not so clear whether the exact requirements are this strict. For instance, it might also be fine to expand a random seed using a pseudo-random number generator, or even to re-use randomness [BGG+14]. We consider this discussion to be out of scope of this work. However, because the impact on the performance can be very significant, we consider various approaches that occur in the literature. The first is to read all the randomness that we require from /dev/urandom using fread, like in [BGRV15]. This is the most conservative approach, but it is rather slow. Second, we also consider the case where all required randomness is already in a file that needs to be read into memory. The third approach assumes that there exists a fast true random-number generator and only considers the cost of a normal load instruction (v1d1), like in [GR17].

The AES implementation with 4 shares requires 8 bytes per refresh and 10 bytes per masked AND. In the next section we will see that this amounts to $10 \cdot 32 \cdot (8 + 10) = 5760$ random bytes in total for the full AES, excluding the randomness used to do the initial masking of the input and the round keys. Naturally, the implementation that computes two blocks in parallel requires double the amount of random bytes. For 8 shares, refreshing takes 32 bytes and a masked AND uses 48 bytes, which makes the total $10 \cdot 32 \cdot (32 + 48) = 25600$ bytes.

8.3.3 SubBytes

Using the masked AND and refreshing algorithms, we can build our bitsliced SubBytes. Several papers have presented optimized bitsliced representations of the AES S-box. The smallest known to us at the time of the original publication [GPSS18] was by Boyar and Peralta [BP10]. It uses 83 XORs/XNORs and 32 ANDs, which was shortly after improved to 81 XORs/XNORs and 32 ANDs. The
few NOTs can be moved into the key expansion, so we only need to consider XORs and ANDs. We used this implementation as our starting point, as this is also the implementation with the smallest number of binary ANDs, and an AND will be much slower to compute than a XOR. More recent improvements to the AES S-box have not reduced the number of nonlinear operations [ME19; RTA18].

We have used the compiler provided in [BBD+16] to generate a first masked implementation of SubBytes. This tells us when it is necessary to refresh a value, making sure that we do not refresh more often than strictly necessary. For our version of SubBytes, however, the compiler adds a refresh on one of the inputs for every AND. Then we implement an XOR on multiple shares in parallel with a veor instruction. For an AND, we use the algorithms of the previous section. Finally, the code has been manually optimized to limit pipeline stalls.

The S-box implementation has many intermediate variables. With 4 shares and a single block, the d registers are used. There are 32 of them and this turns out to be sufficient to store all the intermediate values. With two blocks or with 8 shares, however, we can use only 16 q registers. This implies that values have to be spilled to the stack. Of course, we want to minimize the overhead caused by this. In [SS16c], an instruction scheduler and register allocator for the ARM Cortex-M4 was used to optimize the number of pushes to the stack. We modified this tool to handle the NEON instructions that we need, and use it to obtain an implementation with 18 push instructions and 18 loads.

According to a cycle-count simulator,1 our SubBytes implementation takes 1035 cycles with one block and 4 shares and 2127 cycles with 8 shares.

8.3.4 Linear Layer

We now discuss the linear operations of AES. We manually optimized them using the same cycle-count simulator to hide as many latencies as possible.

1http://pulsar.webshaker.net/ccc/index.php?lng=us. Note that the subdomain no longer resolves. Add 185.16.44.200 pulsar.webshaker.net to your hosts file to visit this.
8.3. Vectorizing Masking of AES

AddRoundKey. AddRoundKey loads the round key with the vld1 instruction and adds it to the state using veor. The loads and arithmetic instructions can be interleaved. This helps because they go into separate NEON pipelines. An arithmetic instruction can then be executed in parallel with the load of the next part of the round key. For the loads, we make sure that they are aligned to at least 64 bits. AddRoundKey then only takes 10 cycles.

ShiftRows. With ShiftRows, rotations by fixed distances over 16 bits need to be computed. This can be implemented using vand, vsra, vshl, and vorr instructions. The arithmetic pipeline is now clearly the bottleneck. According to the simulator, our ShiftRows takes 150 cycles.

MixColumns. MixColumns requires more rotations by 4 or by 12 over 16 bits. This takes 106 cycles as measured by the simulator.

8.3.5 Performance

We benchmark our implementations on the BeagleBone Black with the clock frequency fixed at 1 GHz. In other words, we disabled frequency scaling. For the rest, we did not apply any changes to a standard Debian Linux 9 installation. In particular, we did not disable background processes and did not give our process special priority or CPU core affinity. The implementations are run 10000 times and the median cycle counts are given in Table 8.1.

When using /dev/urandom, more than 99% of the time is spent on waiting for randomness, which is delivered at a rate of only 369 cycles per byte in the 8-share case. With a faster RNG, it becomes clear that our implementations are very fast and practical. We reach 474 cycles/byte with 4 shares and 1476 cycles/byte with 8 shares with pre-loaded randomness. Note that all implementations are fully unrolled, so the code size can trivially be decreased to roughly a tenth when this is a concern. However, we do not expect this to be an issue for devices with a Cortex-A8 or similar microprocessors, as they are relatively high-end.
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<table>
<thead>
<tr>
<th></th>
<th>4 shares</th>
<th>4 shares</th>
<th>8 shares</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 block</td>
<td>2 blocks</td>
<td>1 block</td>
</tr>
<tr>
<td>Clock cycles</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(randomness from /dev/urandom)</td>
<td>1,598,133</td>
<td>4,738,024</td>
<td>9,470,743</td>
</tr>
<tr>
<td>Clock cycles</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(randomness from normal file)</td>
<td>14,488</td>
<td>17,586</td>
<td>26,601</td>
</tr>
<tr>
<td>Clock cycles</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(pre-loaded randomness)</td>
<td>12,385</td>
<td>15,194</td>
<td>23,616</td>
</tr>
<tr>
<td>Random bytes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5,760</td>
<td>11,520</td>
<td>25,600</td>
</tr>
<tr>
<td>Stack usage in bytes</td>
<td>12</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>Code size in bytes</td>
<td>39,748</td>
<td>44,004</td>
<td>70,188</td>
</tr>
</tbody>
</table>

**Table 8.1:** Performance of our masked AES implementations.

**Comparison to related work.** In the following we discuss how our implementation compares to related work. We note that one should be cautious when it comes to comparing cycle counts, in particular when benchmarks were obtained on different microarchitectures or from simulators.

Goudarzi and Rivain [GR17] compared the performance of different higher-order masking approaches on ARM architectures. A simplified model is assumed for the number of cycles that specific instructions take, without referring to a specific microarchitecture. Private communication made clear that they are derived from the Keil simulator based on an ARM7TDMI-S. Their fastest bitsliced implementation is claimed to take 120,972 cycles with 4 shares and 334,712 cycles with 8 shares. To achieve this performance, the presence of a fast TRNG is assumed that delivers fresh randomness at 2.5 cycles per byte. Only the cost of a normal `ldr` instruction is taken into account, which corresponds to our performance with pre-loaded randomness. Despite the differences between ARMv4T and ARMv7-A, it is clear that there is quite a performance gap.
Wang, Vadnala, Großschädl, and Xu [WVGX15] presented a masked AES implementation for NEON that appears to run in 14,855 cycles with 4 shares and 77,820 with 8 shares on a Cortex-A15 simulator. This uses a cheap LFSR-based PRNG to provide randomness of which the authors already say that it should be replaced by a better source of randomness. We require less randomness due to a different masking scheme and apply bitslicing instead of computing SubBytes with tower-field arithmetic. The Cortex-A15 is more modern and powerful than the Cortex-A8. It can decode 3 instructions instead of 2, has out-of-order execution, and its NEON unit has a 128-bit wide datapath instead of 64-bit. However, it has longer pipelines which means that the penalty for, for instance, wrong branch predictions will be higher. We ran their code on our Cortex-A8-based benchmarking device and measured 34,662 cycles for the 4-share implementation and 158,330 cycles for the 8-share implementation, but we cannot fully explain the difference due to the amount of possible causes and the unavailability of more detailed information.

Balasch, Gierlichs, Reparaz, and Verbauwhede [BGRV15] do use the same microarchitecture, but not the NEON SIMD processor. They do not mention the performance of their implementation. They explicitly say that they focus on the security evaluation and do not aim to achieve a high-throughput implementation.

Finally, Journault and Standaert [JS17] consider a bitsliced AES implementation with up to 32 shares on an ARM Cortex-M4. They exploit the parallelism of the shares, but not of AES itself as there are only 32-bit registers. An on-board TRNG is used to provide randomness at a reported speed of 20 cycles per byte. They use the refreshing and multiplication algorithms of [BDF+17] and almost the same S-box baseline implementation. Eventually, they report that 2,783,510 cycles are required to compute AES with 32 shares, of which 73% are spent on generating randomness. While this is certainly a very interesting idea, we show how the parallelism in SubBytes can additionally be exploited on a higher-end CPU with vector registers when using fewer shares might be sufficient.
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Compared to unmasked implementations, there is of course still a noticeable performance penalty for adding side-channel protections. The unmasked bitsliced AES implementation of Bernstein and Schwabe [BS12] also exploits NEON to run at 19.12 cycles per byte (i.e., 306 cycles per block) in CTR mode, but that uses counter-mode caching and processes 8 blocks in parallel.

8.4 Side-Channel Evaluation

8.4.1 Measurement Setup

Balasch, Gierlichs, Reparaz, and Verbauwhede [BGRV15] described in detail how they performed DPA attacks on a BeagleBone Black running at 1 GHz. Our experimental setup and measuring environment follow their approach. The board is running Debian Jessie and has several processes running in the background. We power the board using a standard AC adapter and connect it to the measurement PC over Ethernet. A few lines of Python on the BeagleBone open a TCP socket and spawn a new AES process for every input that it receives. The measurement PC connects to the socket and sends inputs over Ethernet.

We use a LeCroy WaveRunner 8404M-MS oscilloscope with a bandwidth of 4 GHz, operating at a sampling rate of 2.5 GSamples/sec. The AES process sets a GPIO port high before the execution of AES and sets it low after AES is finished, so that it can be used as the trigger signal. We place a magnetic field probe from Langer, model RF-B 0.3-3, with a small tip on the back of the BeagleBone board, near capacitor 66. The probe is connected to a Langer amplifier, model PA 303 SMA. The acquired traces were post-processed in order to perform signal alignment. We note that OS-related interrupts in conjunction with time-variant cache behavior result in a fairly unstable acquisition process. Thus, the evaluator has to either discard a large portion of the acquired trace set or resort to more sophisticated alignment techniques such as elastic alignment [vWB11].
8.4.2 Security Order Evaluation

Since our implementation uses SNI gadgets, it maintains theoretical security against probing attacks of order $d - 1$ or less. The natural starting point of our side-channel evaluation is to identify any discrepancy between the theoretical and the actual security order, i.e., to determine the real-world effectiveness of the masking scheme. To achieve that goal, we need to assess whether the shares leak independently or whether the leakage function recombines them. Such recombinations can be captured by evaluating the security order in the bounded-moment model [BDF+17] using, e.g., the leakage-detection methodology [CDG+13; SM15; ZDD+18].

Several lines of work have observed divergence between the theoretical order of a masking scheme and its real-world counterpart. Initially, Balasch, Gierlichs, Grosso, Reparaz, and Standaert [BGG+14] put forward the issue of distance-based leakages, which can result in the order reduction of a scheme. Specifically, if a $(d - 1)$th-order scheme is implemented on a device that exhibits distance-based leakages, its actual order will reduce to $\lfloor (d - 1)/2 \rfloor$, damaging its effectiveness w.r.t. noise amplification. Such effects have been observed in numerous architectures such as AVR, 8051 [BGG+14], ARM Cortex-M4 [GPP+17], and FPGAs [CBG+17] and stem from both architectural choices and physical phenomena. To some extent, they can be mitigated by either increasing the order of the scheme or by hardening the implementation against effects that breach the independence of shares [PV17].

We evaluate the security order using the leakage-detection methodology known as TVLA [CDG+13], which emphasizes detection over exploitation in order to speed-up the procedure. To make the evaluation feasible w.r.t. data complexity, we focus on the first round of our single-block 4-share implementation and employ the random vs. fixed Welch $t$-test, which uses random and fixed plaintexts acquired in a nondeterministic and randomly interleaved manner. Consecutively, we perform univariate $t$-tests of orders 1 through 4.
using the incremental, one-pass formulas of Schneider and Moradi [SM15] at a level of significance $\alpha = 0.00001$. The results are plotted in Figure 8.2. Note that the number of samples per trace is fairly high due to the lengthy computation of the 4-share masked AES round and due to the high sampling rate dictated by the clock frequency (1 GHz) and the Nyquist theorem. As a result, the $t$-test used in TVLA faces the issue of multiple comparisons and we need to control the familywise error rate using the Šidák correction $\alpha_{SID} = 1 - (1 - \alpha)^{1/\text{#samples}}$ [Šid67]. The leakage-detection threshold is then computed using the formula $CDF_{\mathcal{N}(0,1)}^{-1}(1 - \alpha_{SID}/2)$, which equals to 6.25 when testing 25k samples per trace [ZDD+18].

In Figure 8.2 we observe that for orders 1 and 2, a 1M random vs. 1M fixed $t$-test does not reject the null hypothesis, thus no leakage is detected in the first two statistical moments. The situation is different for higher orders: both the 3rd and the 4th-order univariate $t$-tests are able to detect leakage. This demonstrates that the actual security order of the implementation is less than the theoretical one and detecting the presence of 3rd-order leakage is in fact easier than detecting 4th-order leakage. Interestingly, the experimental results are not in direct accordance with the order reduction suggested by [BGG+14], i.e., our 3rd-order (4-share) implementation achieves practical order of 2, while the theorized reduction suggests $\lfloor 3/2 \rfloor = 1$st-order security.

An additional way to approach the order reduction issue is to phrase it as a leakage certification problem [DSP16; DSV14]. The leakage certification procedure allows us to assess the quality of a leakage model w.r.t. estimation and assumption errors. Gauging the effect of estimation errors, i.e., those that arise from insufficient profiling, is straightforward and can be carried out via cross-validation techniques [ET93]. Assumption errors are more difficult to assess, since they arise from incorrect modeling choices and would ideally require the comparison between the chosen model and an unknown perfect model. To tackle this, the indirect approach of Durvaux, Standaert, and Veyrat-Charvillon [DSV14] observes the relation between estimation and assumption
errors and if the latter are negligible in comparison, they conclude that the chosen model is adequate.

In our approach, we use the $t$-test-based certification toolset of Durvaux, Stan-ndaert, and Del Pozo [DSP16], which focuses on the assumption and estimation errors for each statistical moment. Initially, we start with an erroneous model for our 4-share implementation: we assume that the leakage is sufficiently captured by a Gaussian template, i.e., a normal distribution that is fully described by the first two statistical moments. The results are visible in the upper part of Figure 8.3, using a trace set of size 900,000. In particular, we plot the $p$-value.
of a \( t \)-test that compares an actual statistical moment (estimated from the trace set) with a simulated statistical moment (estimated by sampling the profiled model). A high \( p \)-value (i.e., a mostly white image) indicates that estimation errors overwhelm assumption errors and that the chosen model is adequate. A small \( p \)-value indicates that assumption errors are larger than estimation errors, thus the chosen model is erroneous. The process is repeated for all first four statistical moments (mean, variance, skewness, kurtosis) using cross-validation.

**Figure 8.3:** Leakage certification \( p \)-values for Gaussian templates and Pearson type I distributions.

In the first two images of Fig. 8.3 (upper part, mean and variance), the high \( p \)-values indicate that these moments are well-captured by the model. Naturally, the fourth image (upper part, kurtosis) is black, indicating that the model disregards the 4th moment of a parallel 4-share implementation which should (in theory) contain useful information. Interestingly, the third image (skewness) is also black, penalizing any model that does not include the 3rd statistical moment, although in a perfect scheme it should not convey any
8.4. Side-Channel Evaluation

information. We continue this approach with a more adequate model for the 4-share implementation: we assume that the leakage is captured by a Pearson type I distribution [SMG16], i.e., a 4-moment Beta distribution. The results are visible in the lower part of Fig. 8.3 and show that the assumption errors in the 3rd and 4th moments tend to be smaller than the corresponding estimation errors.

As demonstrated by both the $t$-test methodology and the leakage certification process, the NEON-based implementations on ARM Cortex-A8 are likely to be subject to order reduction and may require further hardening to prevent dependencies between shares. The potential causes of the order reduction remain unexplored since they may stem from bus/register/memory transitions, pipelined data processing or even electrical coupling effects. Pinpointing the origin of the security reduction remains an open problem in the side-channel field since it essentially requires the countermeasure designer to access/modify the hardware architecture and chip layout, a task that is not possible with proprietary designs.

8.4.3 Information-Theoretic Evaluation

Having investigated the security order of the single-block 4-share AES implementation, we turn to the evaluation of its 8-share counterpart. The core feature of a masking scheme is the noise amplification stage. Assuming sufficient noise, it has been shown that the number of traces required for a successful attack grows exponentially w.r.t. the order $d - 1$ [CJRR99]. As a result, the evaluation of the proposed 8-share implementation can be beyond the measurement capability of most evaluators. To tackle this issue, we will rely on an information-theoretic approach used by Standaert et al. and Journault et al. [JS17; SMY09; SVO+10], assisted by the bound-oriented works of Prouff and Rivain [PR13], Duc, Faust, and Standaert [DFS15], and Grosso and Standaert [GS18].
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Analytically, we start with an unprotected (single-share) AES implementation and estimate the device/setup signal-to-noise ratio (SNR). We define the random variable $S$ to correspond to the sensitive (key-dependent) intermediate values that we try to recover. Likewise, we define the random variable $L$ to correspond to the time sample that exhibits high leakage (heuristically chosen as the sample with the highest $t$-test value). Subsequently, we profile Gaussian templates for all sensitive values $s$ that are instances of variable $S$. In other words, we estimate $\hat{\Pr}[L|s] \sim \mathcal{N}(\hat{\mu}_s, \hat{\sigma}_s^2)$ for all $s$. Using the estimated moments, we compute the SNR as the ratio $\text{Var}(\hat{\mu}_s)/\text{E}(\hat{\sigma}_s^2)$, resulting in $\text{SNR} \approx 0.004$. We continue to compute the Hypothetical Information (HI) which shows the amount of information leaked if the leakage is adequately represented by the estimated model $\hat{\Pr}$.

$$\text{HI}(S; L) = H(S) + \sum_{s \in S} \Pr[s] \cdot \sum_{l \in L} \hat{\Pr}[l|s] \cdot \log_2 \hat{\Pr}[s|l],$$

where $\hat{\Pr}[s|l] = \frac{\hat{\Pr}[l|s]}{\sum_{s' \in S} \hat{\Pr}[l|s']}$. 

To simplify the evaluation process, we employ the independent shares’ leakage assumption so as to extrapolate the information of a single share to the information of a $d$-tuple of shares. Thus, in order to obtain the HI bounds for security orders 3 and 7, we raise $\text{HI}(S; L)$ to the security order. In addition, the evaluator should take special consideration w.r.t. horizontal exploitation [BCPZ16; VGS14], which can be particularly hazardous, e.g., in the context of lengthy masked multiplications. To showcase such a scenario, we employ the bound of Prouff and Rivain [PR13], stating that the multiplication leakage is roughly $1.72d + 2.72$ times the leakage of a $d$-tuple of shares. The results of the information-theoretic evaluation are visible in Fig. 8.4.

Figure 8.4 assesses the performance of the proposed 8-share AES implementation, using information-theoretic bounds. The solid line shows the ideal masking performance, while the dashed line shows a conservative masking
performance due to order reduction from order 7 to order 3. Last, the dotted line demonstrates the scenario where the adversary exploits the order-reduced (conservative) version in a horizontal fashion, i.e., (s)he incorporates all intermediate values computed during a masked AES multiplication. For the current SNR of the device, the measurement complexity is bounded by approximately $2^{91}$ measurements (ideal case), $2^{45}$ (conservative case) and $2^{42}$ (conservative horizontal case) [DFS15].

**8.5 Conclusion and Outlook**

We have shown how higher-order masking of AES can be sped up using NEON vector registers. With a good randomness source, such implementations are very fast and practical. We also performed a side-channel evaluation to study the security order of the single-block 4-share implementation and an information-
theoretic analysis to bound the measurement complexity w.r.t. the 8-share implementation.

Future SCA work can delve deeper into order-reduction issues, in conjunction with multivariate and horizontal exploitation. For instance, with our high-order univariate methodology, it is implicitly assumed that all the shares are manipulated in parallel. While this appears to hold when looking at the NEON assembly specifications, full parallelism may not be enforced on a hardware level. A deeper inspection of the circuitry could potentially clarify the actual parallelism and identify the underlying issues behind order reduction. Moving toward multivariate exploitation, practical horizontal attacks such as soft-analytical attacks need to be carried out such that we can gauge in practice the detrimental effects of lengthy leaky computations and establish a fairer evaluation procedure.
Another approach to optimize masking countermeasures is to reduce the number of random bits that are required. This chapter explores what is possible with just two random bits that are carefully reused. In comparison to the original publication [GSD+19], the appendix has been merged into the text and minor textual edits have been made.

9.1 Introduction

Ever since the findings of Kocher, Jaffe, and Jun [KJJ99] on differential power analysis and Quisquater and Samyde [QS01] on electromagnetic emanation analysis, the efficient protection against so-called side-channel attacks has been eagerly studied. Over the years, masking has proven to be a countermeasure with high and well-understood security guarantees [DDF14; ISW03] as well as good scalability [CJRR99]. Despite its popularity, the research on more efficient approaches to mask security-critical implementations does not seem to come to an end soon [BGN+14; GIB18; GM17; GMK16; NRR06; RBN+15].

The lion’s share of works on masking operate in the so-called $t$-probing model by Ishai, Sahai, and Wagner [ISW03]. In this model, an adversary is allowed to probe up to $t$ intermediate values in an implementation. One has security against such an adversary if those $t$ wires reveal no secret information. Despite the fact that this model has been shown to be insufficient in practice by several works [BGG+14; FGP+18; PV17], it remains the foundation for many new masking schemes.

One important drawback of most types of masking is their implementation costs, not least because of their high demand for fresh randomness. Since the creation of large amounts of fresh random bits requires additional time,
chip area, energy, etc., a lot of research has been done on more randomness-efficient masking [BBP+16; BBP+17; BDCU17; BDF+17; FPS17; GD17; GM18; GMK16; Sug18]. Most of the existing work, however, focuses on the randomness optimization for specific masking gadgets, like masked AND gates, and do not consider the minimization of the overall randomness costs. An interesting result from prior work is the proof by Faust et al. [FPS17] that first-order masking with only one bit of randomness is impossible. They also demonstrated the theoretical possibility of masking with constant randomness cost.

Even more of the masking implementation papers only consider the so-called online randomness costs spent on producing fresh randomness to secure the computation once the initial sharing of the input data, e.g., plaintext, ciphertext, or data and key material, has been performed. There is, to the best of our knowledge, no paper that considers the minimization of randomness costs when taking the masking of the input data into account or that tries to minimize the overall randomness costs.

**Our contribution.** We start off this work in Section 9.2 by taking a step away from the modern sharing-based perspective of masking back to the classical Boolean masking perspective. From this masking point of view, we then demonstrate using linear transformations that first-order masking is theoretically possible with only two random one-bit masks. We then discuss what properties need to be fulfilled such that this approach also works for masked nonlinear transformations and show that existing approaches of masked AND gates do not fulfill these criteria. As a first practical contribution, we design a masked AND gate that allows reusing randomness from its inputs safely.

Based on our findings, we introduce in Section 9.3 a simple rule-based system. These rules can be encoded in SMT2 statements and they are then used to automatically check whether the masking approach is directly applicable to an unprotected implementation or if modifications (mask changes) are required.
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Upon acceptance, our tool synthesizes a securely masked implementation for a given set of additional constraints like the used mask encoding.

We then show how our approach can be applied to larger implementations (Section 9.4) and demonstrate its feasibility and its impact on a full AES-128 encryption-only implementation in Section 9.4.3. With our approach, we successfully designed the first formally verified AES S-box design that requires only two random bits for the initial sharing of its inputs and requires no online randomness to achieve first-order security in the probing model. Even when going for a full AES implementation, the randomness requirements do not increase further. However, since existing formal tools are not yet efficient enough to digest a fully unrolled AES implementation, we instead verify each building block of our design using the maskVerif tool of Barthe et al. [BBC+19] for a predefined mask encoding of its inputs and outputs. Ensuring the same mask encoding for each input and output allows us to argue about the security when putting the components together in the full AES implementation. Details on the formal verification are given in Section 9.6.1. Finally, we discuss the limitations of the $t$-probing model for security in practice, as exemplified by our construction, in Section 9.6.3.

As a final contribution, we make our tool as well as our masking examples publicly available such that our findings are verifiable and future works can build upon them. They can be found at https://github.com/LaurenDM/TwoRandomBits.

9.2 Masking without Online Randomness

The goal of masking is to make the power consumption (and other side-channels related to the power consumption) independent of security-sensitive information. For this purpose, the security-sensitive information is first combined with uniformly random sampled data in an invertible masking function, such that the representation of the data itself becomes uniformly random distributed. In the
case of Boolean masking, the sensitive information $s$, for instance, is combined with a random mask $m$ by using the Boolean exclusive-or ($\text{XOR}$) operation. The resulting masked value $s_0 = s \oplus m_0$ thus becomes statistically independent of $s$, i.e., the mutual information between $s$ and $s_0$ becomes zero. For this reason, any computation on $s_0$ trivially results in power consumption that is statistically independent of $s$ as long as $m_0$ is not recombined with $s_0$.

**Adversary model.** The security of masked implementations is often expressed in the so-called $t$-probing model [ISW03] which assumes that an attacker can make up to $t$ observations in the implementation (place up to $t$ probes on the circuit). It has been verified in the past that this formal model also implies security against an attacker who employs differential side-channel analysis and who has access to noisy side-channel leakage traces [DDF14]. In the following we assume a first-order attacker, i.e., an attacker who can place a single probe on the device.

**Sharing vs. masking.** Often in the present literature, the relation between the masked data $s_0$ and the mask(s) $m_0$ is expressed using a sharing-based notation. For first-order masking (i.e., only one mask is used to protect $s$) the secret value is assumed to be split into two shares (e.g., $s_0$ and $s_1$) such that again the additive relation $s = s_0 \oplus s_1$ is fulfilled. While it is trivial to convert from a masking representation to a sharing representation by setting $s_0 = s \oplus m$ and $s_1 = m$, the sharing representation inherently hides the relation between secret information and masks.

For brevity reasons, we use the sharing-based representation in most parts of this chapter. Since in this work, we are particularly interested in the relation between secrets (or shares) and masks, we often switch to the masking form. To make the used notation clearer, we always use the prefix $m$ for masks followed by a number in the subscript. Any other variable name with a suffix subscript number denotes a specific share of the variable. Most of the time we just use
0 or 1 in the subscript (e.g., $a_0$ or $a_1$) to refer to the first or second share of a first-order masked variable $a$, respectively. Without any subscript notation we always refer to the plain secret variable ($a, b, q, \ldots$).

9.2.1 Computation on Masked Data

To realize computations that are not only secure against side-channel analysis but also correct, the computed masked function needs to take the mask into account but in a way that does not unmask the data. For example, when calculating the XOR of two sensitive variables as $q = a \oplus b$, where $a$ is shared in the two shares $a_0$ and $a_1$ and $b$ is shared as $b_0$ and $b_1$, the correct and securely masked realization is trivial:

$$
q_0 = a_0 \oplus b_0 \\
q_1 = a_1 \oplus b_1
$$

(9.1)

**With independent masks.** When observing the masked representation of this equation with $a_0 = a \oplus m_0, a_1 = m_0$ and $b_0 = b \oplus m_1, b_1 = m_1$ the correctness can be easily observed when considering the addition of the shares of $q$, because both shares added together result in the desired operation in the sensitive variables $a$ and $b$.

$$
q = q_0 \oplus q_1 \\
= (a \oplus m_0) \oplus (b \oplus m_1) \oplus m_0 \oplus m_1 \\
= a \oplus b
$$

To demonstrate the first-order security of the masked realization of the XOR in Eq. (9.1), it needs to be shown that each intermediate value (in this case only the output shares $q_0$ and $q_1$) is statistically independent of $a$ and $b$. Statistical independence is given because we assume that each of the two masks $m_0$ and
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\(m_1\) is uniformly random and statistically independent of each other. By looking at the truth table for both shares of \(q\) in Table 9.1, one can observe that, when subdividing the truth table into the four possible combinations of values for \(a\) and \(b\), the count of “1” appearances (or equivalently the Hamming weight of the truth table) for \(q_0\) and \(q_1\) in each case are equal.

**Table 9.1:** Truth table of the masked XOR from Eq. (9.1).

<table>
<thead>
<tr>
<th>Shares</th>
<th>Secrets</th>
<th>TT</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_0)</td>
<td>(a_1)</td>
<td>(b_0)</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hamming weight</th>
<th>2</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hamming weight</th>
<th>2</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hamming weight</th>
<th>2</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

| Hamming weight | 2 | 2 |

This equal distribution for each possible combination of secrets, results in power consumption that is on average equal for all cases of \(a\) and \(b\). We note that an attacker with the ability to probe more signals could observe differences by
combining multiple probed signals. Higher-order leakages, however, are more
difficult to exploit than the average power consumption (exponentially more
observations are required [CJRR99]) and are not considered in this chapter.

**With equal masks.** The situation changes when assuming that both masked
variables use the same mask $m_0 = m_1$, which trivially reveals $a$ and $b$ in the
equation of $q_0$.

\[
q_0 = a_0 \oplus b_0 = (a \oplus m_0) \oplus (b \oplus m_0) = a \oplus b
\]

Most state-of-the-art masking works assume that shares are produced using
independent random masks which helps to avoid such situations. So when
multiple XOR operations are chained together (e.g., $a \oplus b \oplus c \oplus \cdots \oplus z$) a lot of
random masks are accumulated.

\[
q_0 = a_0 \oplus b_0 \oplus c_0 \oplus \cdots \oplus z_0 = (a \oplus m_0) \oplus (b \oplus m_1) \oplus (c \oplus m_2) \oplus \cdots (z \oplus m_{25})
\]
\[
q_1 = a_1 \oplus b_1 \oplus c_1 \oplus \cdots \oplus z_1 = m_0 \oplus m_1 \oplus m_2 \oplus \cdots \oplus m_{25}
\]

Please note that we assume here and in the remainder of this chapter that
the masked equations are evaluated from left to right, and parentheses indicate
atomic operations that do not produce further intermediate results (often to
indicate the result of the evaluation of a sharing function or initial sharings). Our
first and admittedly rather trivial observation is that the amount of accumulated
randomness is unnecessarily high. One can realize the same function in a secure
and correct shared way by simply alternating two random masks $m_0$ and $m_1$ in
such a way that at no time an intermediate result is formed that depends on the
secret value without a mask. One possible realization is to use $m_0$ to mask $a$
and use $m_1$ for the remaining variables:
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\[ q_0 = (a \oplus m_0) \oplus (b \oplus m_1) \oplus (c \oplus m_1) \oplus \ldots (z \oplus m_1) \]
\[ = a \oplus b \oplus c \oplus \ldots \oplus z \oplus m' \]
\[ q_1 = m_0 \oplus m_1 \oplus m_1 \oplus \ldots \oplus m_1 \]
\[ = m' \]

where \( m' = m_0 \) if the number of inputs is odd (and thus the number of \( m_1 \) masks is even) and else \( m' = m_0 \oplus m_1 \).

This is only one example and there exist many other possible and secure realizations for this function. Depending on the mask assignments to the inputs, the resulting mask of the output can be either \( m_0 \) or \( m_1 \) or their combination \( m_0 \oplus m_1 \). With these findings, we can secure any linear function likewise. However, extending this to nonlinear functions is not straightforward.

9.2.2 Application to Nonlinear Gates

There exists a vast variety of first-order masked AND gates in the literature which form the simplest class of nonlinear functions and are used to construct more complex functions. These realizations of masked AND gates usually vary regarding online randomness requirements and the number of used input and output shares. The underlying functionality is of course always the same and, in the case of a realization with two shares, it requires the secure evaluation of four multiplication terms (where \( \wedge \) represents a single AND operation):

\[ q = a \wedge b = (a_0 \oplus a_1) \wedge (b_0 \oplus b_1) \]
\[ = a_0 \wedge b_0 \oplus a_0 \wedge b_1 \oplus a_1 \wedge b_0 \oplus a_1 \wedge b_1 \]  \( (9.2) \)

Any direct combination of either two multiplications terms (e.g., \( a_0 \wedge b_0 \oplus a_0 \wedge b_1 \)) is insecure because it leads to a function that statistically depends on the secret \( a \) or \( b \). Most of the existing masked AND gadgets thus use fresh random masks to realize the secure evaluation, like \( m_2 \) is used in the following example.
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\[ q_0 = a_0 \land b_0 \oplus m_2 \oplus a_0 \land b_1 \]
\[ q_1 = a_1 \land b_0 \oplus m_2 \oplus a_1 \land b_1 \] \hspace{1cm} (9.3)

This masked AND gate is indeed secure as long as the order of execution is from left to right and the masks including the ones used for sharing \( a \) and \( b \) are statistically independent and uniformly distributed. Another advantage of this realization is that it inherently refreshes the sharing which makes the result independent of \( a \) and \( b \). Any linear or nonlinear combination of \( q \) with the sharing of \( a \) or \( b \) is thus still possible, as long as the transformation itself is secure under the assumption of independently shared inputs.

**Without fresh randomness.** There also exist realizations of a masked AND gate that do not require any fresh randomness. As an example, we consider the following equations from Biryukov et al. [BDCU17] where \( \lor \) is the OR operation:

\[ q_0 = a_0 \land b_0 \oplus (a_0 \lor \neg b_1) \]
\[ q_1 = a_1 \land b_0 \oplus (a_1 \lor \neg b_1) \] \hspace{1cm} (9.4)

A closer look at the properties of this realization from Biryukov et al. in Table 9.2 reveals that, while the masking itself is secure, a further (linear) combination with shares or combinations of shares from \( a \) and \( b \) (barring \( a_0 \oplus a_1 \)) can make the sharing insecure again. Because this masked AND gate is insensitive to combinations with a single share from \( a \) (cf. column \( q_0 \oplus a_0 \) in Table 9.2), one could assume that \( q \) is similarly protected as an XOR gate is protected by the mask \( m_1 \) of \( b \). The problem is that this masked AND gate behaves entirely different than the masked XOR gate from Eq. (9.1) or the masked AND from Eq. (9.3). For the output of a masked XOR gate where \( q_0 = a \oplus b \oplus m_1 \), we may assume that an XOR with \( m_0 \) followed by the addition of \( m_1 \) would result in a secure sharing masked by \( m_0 \), since \( (a \oplus b \oplus m_1) \oplus m_0 \oplus m_1 \) results in \( a \oplus b \oplus m_0 \). However, in
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### Table 9.2: Truth table for $q_0$ of Biryukov et al.’s masked AND.

<table>
<thead>
<tr>
<th>Shares</th>
<th>Secrets</th>
<th>TT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>$b_0$</td>
<td>$b_1$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Hamming weight: 2 2 2

<table>
<thead>
<tr>
<th>Shares</th>
<th>Secrets</th>
<th>TT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>$b_0$</td>
<td>$b_1$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Hamming weight: 2 2 0

case of the masked AND gate from Eq. (9.4), the XOR combination of the output $q_0$ with $m_0$ followed by another XOR with $m_1$ results in an insecure sharing (see different truth table Hamming weights for different cases of $b$ in Table 9.2). Chaining of masked AND operations by carefully selecting (or changing) between two different masks is thus not possible with this masked AND gate.

### 9.2.3 Construction of a New Masked AND

We first transform the secure equations of Biryukov et al. such that we can directly observe what happens to the multiplication terms.
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\[ q_0 = a_0 \land b_0 \oplus (a_0 \lor \neg b_1) \]
\[ = a_0 \land b_0 \oplus \neg(\neg a_0 \land b_1) \]
\[ = a_0 \land b_0 \oplus (a_0 \land b_1 \oplus b_1) \oplus 1 \]
\[ q_1 = a_1 \land b_0 \oplus (a_1 \lor \neg b_1) \]
\[ = a_1 \land b_0 \oplus \neg(\neg a_1 \land b_1) \]
\[ = a_1 \land b_0 \oplus (a_1 \land b_1 \oplus b_1) \oplus 1 \]

(9.5)

It can be verified that the terms \(a_0 \land b_0 \oplus (a_0 \land b_1 \oplus b_1)\) from \(q_0\) and \(a_1 \land b_0 \oplus (a_1 \land b_1 \oplus b_1)\) from \(q_1\), considered separately, are securely masked by \(b_1\) (= \(m_1\), in the masking representation). Consider also the similarity with Eq. (9.3), but with \(m_2\) replaced by \(b_1\) in a similar fashion as so-called correction terms are used in threshold implementations [NRS11]. It is also interesting to note that these expressions correspond to multiplexer formulas: \(a_0 \land b_0 \oplus (\neg a_0) \oplus b_1 = b_0\) if \(a_0 = 0\), else \(b_1\).

**New construction.** The design idea to ensure that the resulting sharing behaves similarly to the masked XOR gate is to securely combine all multiplication terms (Eq. (9.2)) in a single share of \(q\), together with a single mask. However, adding \(q_0\) and \(q_1\) from Eq. (9.5) directly together is insecure because this results in \(a \land b\) without any mask. We therefore first add \(a_1\) (= \(m_0\)) to the second term \((q_1)\) and then, both terms can be added without leaking information. The result (our new \(q_0\)) is only masked with a single mask \(m_0\). To achieve correctness the second share (the new \(q_1\)) is set to \(m_0\) (or equivalently \(a_1\)). This then results in the following masked AND gate:

\[ q_0 = (a_0 \land b_0 \oplus (a_0 \land b_1 \oplus b_1)) \oplus ((a_1 \land b_0 \oplus (a_1 \land b_1 \oplus b_1)) \oplus a_1) \]
\[ = (a \land b) \oplus m_0 \]
\[ (9.6) \]
\[ q_1 = a_1 = m_0 \]
Further optimization. By closer observation of Eq. (9.6), we find that under given circumstances (possible mask configurations associated with the input shares), another optimization is possible. The truth table of the term \( (a_1 \land b_1 \oplus b_1) \oplus a_1 \) of Eq. (9.6) is depicted in Table 9.3, which shows that it corresponds to a simple logical OR of the two input shares.

Table 9.3: Truth table of the equation \( (a_1 \land b_1 \oplus b_1) \oplus a_1 \).

<table>
<thead>
<tr>
<th>( a_1 )</th>
<th>( b_1 )</th>
<th>( a_1 \lor b_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

However, what is even more remarkable, is that when going through all possible valid mask configurations for the input shares (see Table 9.4), the term becomes a common constant \( (m_0 \lor m_1) \) for all masked AND gates using the same masks. Please note that we define the second share of any variable (e.g., \( a_1, b_1 \)) to carry only the mask information and never the secrets \( (a \text{ or } b) \) in combination with a mask.

We thus write \( m_0 \lor m_1 \) as \([m_0 \lor m_1]\) in the resulting equation to denote that this is a term that only needs to be calculated once. The practical implications become more evident in the implementation sections. With this optimization, Eq. (9.6) simplifies to Eq. (9.7) which saves one AND gate (for multiple occurrences of masked ANDs) and two XORs for each masked AND gate.

\[
q_0 = \left( a_0 \land b_0 \oplus (a_0 \land b_1 \oplus b_1) \right) \oplus \left( a_1 \land b_0 \oplus (m_0 \lor m_1) \right)
\]

\[
q_1 = a_1
\]
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Table 9.4: Possible mask configurations for the input shares $a_1$ and $b_1$.

<table>
<thead>
<tr>
<th>$a_1$</th>
<th>$b_1$</th>
<th>$a_1 \lor b_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_0$</td>
<td>$m_0$</td>
<td>invalid</td>
</tr>
<tr>
<td>$m_0$</td>
<td>$m_1$</td>
<td>$= m_0 \lor m_1$</td>
</tr>
<tr>
<td>$m_0$</td>
<td>($m_0 \oplus m_1$)</td>
<td>$= m_0 \lor m_1$</td>
</tr>
<tr>
<td>$m_1$</td>
<td>$m_0$</td>
<td>$= m_0 \lor m_1$</td>
</tr>
<tr>
<td>$m_1$</td>
<td>$m_1$</td>
<td>invalid</td>
</tr>
<tr>
<td>$m_1$</td>
<td>($m_0 \oplus m_1$)</td>
<td>$= m_0 \lor m_1$</td>
</tr>
<tr>
<td>($m_0 \oplus m_1$)</td>
<td>$m_0$</td>
<td>$= m_0 \lor m_1$</td>
</tr>
<tr>
<td>($m_0 \oplus m_1$)</td>
<td>$m_1$</td>
<td>$= m_0 \lor m_1$</td>
</tr>
<tr>
<td>($m_0 \oplus m_1$)</td>
<td>($m_0 \oplus m_1$)</td>
<td>invalid</td>
</tr>
</tbody>
</table>

Security. The security of the masked AND gate can be easily verified by hand as shown in Table 9.5 where $t_i$ values denote intermediate results. We again record all possible input share combinations in a truth table and sort them by the unshared secrets $a$ and $b$. For each possible intermediate ($t_1$ to $t_5$, and $q_0$), we count the number of ones in the truth tables per secret value for $a$ and $b$ (Hamming weight). If the truth table Hamming weights of $t_i$ (resp. $q_0$) are identical for each secret, then the probability distribution of $t_i$ (resp. $q_0$) is independent of the secret. Table 9.5 clearly shows that this is the case; Hence, a first-order attacker does not gain any sensitive information by probing either one of the intermediates.

In addition to the manual inspection of the masked AND gate, we also performed a formal verification by using the tools by Bloem et al. [BGI+18] and Barthe et al. [BBC+19] which gave us the same results. Furthermore, we did the same verification for the composition of the AND gate with an XOR ($q \oplus b$) and with another AND ($q \land b$) as can be seen in Tables 9.6 and 9.7. The code that can be used as input for maskVerif [BBC+19] can be found
Table 9.5: Security of the masked AND from Eq. (9.7).

<table>
<thead>
<tr>
<th>Shares</th>
<th>Secrets</th>
<th>TT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$b_0$</td>
</tr>
<tr>
<td>0 0 0 0</td>
<td>0 0 0 0</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td>0 0 1 1</td>
<td>0 1 1 0</td>
<td>1 1 0 1</td>
</tr>
<tr>
<td>1 1 0 0</td>
<td>0 0 0 1</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td>1 1 1 1</td>
<td>1 0 1 1</td>
<td>1 1 0 1</td>
</tr>
</tbody>
</table>

Hamming weight | 1 1 2 1 2 2 |

<table>
<thead>
<tr>
<th>Shares</th>
<th>Secrets</th>
<th>TT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$b_0$</td>
</tr>
<tr>
<td>0 0 0 1</td>
<td>0 1 1 0</td>
<td>0 0 0 1</td>
</tr>
<tr>
<td>0 0 1 0</td>
<td>0 0 0 0</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td>1 1 0 1</td>
<td>0 1 0 1</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td>1 1 1 0</td>
<td>1 0 1 1</td>
<td>1 0 1 0</td>
</tr>
</tbody>
</table>

Hamming weight | 1 1 2 1 2 2 |

<table>
<thead>
<tr>
<th>Shares</th>
<th>Secrets</th>
<th>TT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$b_0$</td>
</tr>
<tr>
<td>0 1 0 0</td>
<td>0 0 0 1</td>
<td>0 0 0 1</td>
</tr>
<tr>
<td>0 1 1 1</td>
<td>0 1 1 1</td>
<td>1 1 1 0</td>
</tr>
<tr>
<td>1 0 0 0</td>
<td>0 0 0 0</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td>1 0 1 1</td>
<td>1 0 1 1</td>
<td>1 0 1 0</td>
</tr>
</tbody>
</table>

Hamming weight | 1 1 2 1 2 2 |

<table>
<thead>
<tr>
<th>Shares</th>
<th>Secrets</th>
<th>TT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$b_0$</td>
</tr>
<tr>
<td>0 1 0 1</td>
<td>0 1 1 0</td>
<td>0 1 1 0</td>
</tr>
<tr>
<td>0 1 1 0</td>
<td>0 0 0 1</td>
<td>0 0 0 1</td>
</tr>
<tr>
<td>1 0 0 1</td>
<td>0 0 0 1</td>
<td>0 0 0 1</td>
</tr>
<tr>
<td>1 0 1 0</td>
<td>1 0 1 0</td>
<td>1 0 1 0</td>
</tr>
</tbody>
</table>

Hamming weight | 1 1 2 1 2 2 |

at https://github.com/LaurenDM/TwoRandomBits. We note that for secure composition with the other input ($a$), the roles of $a$ and $b$ should be switched in Eq. (9.7).

Note that in Table 9.6 there is an imbalance when the output share $q_0$ is combined with input share $a_0$, but not when first XORed with $b_0$. This is normal, as the AND gate treats inputs $a$ and $b$ asymmetrically. The AND gate in Eq. (9.7) reuses the mask of $a$ ($m_0$) and can therefore not be freely composed with $a$. By switching the roles of $a$ and $b$ in Eq. (9.7), one obtains the AND gate that
9.2. Masking without Online Randomness

Table 9.6: Security of the masked AND from Eq. (9.7) composed with XOR.

<table>
<thead>
<tr>
<th>Shares</th>
<th>Secrets</th>
<th>TT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$b_0$</td>
</tr>
<tr>
<td>0 0 0 0</td>
<td>0 0 0 0</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td>0 0 1 1</td>
<td>0 0 1 1</td>
<td>0 0 1 1</td>
</tr>
<tr>
<td>1 1 0 0</td>
<td>0 1 0 0</td>
<td>0 1 0 0</td>
</tr>
<tr>
<td>1 1 1 1</td>
<td>1 1 1 1</td>
<td>1 1 1 1</td>
</tr>
</tbody>
</table>

| Hamming weight | 0 | 2 | 2 |
| Hamming weight | 4 | 2 | 2 |
| Hamming weight | 0 | 2 | 2 |
| Hamming weight | 0 | 2 | 2 |

can be composed with $a$ but not with $b$. These composition rules may seem complicated, but the tool of Section 9.3 automatically creates circuits that satisfy them.

By combining the findings for the XOR and the AND gates we can mask arbitrary implementations, and as we will show in the next section, we can also derive simple rules to synthesize securely masked implementations from unprotected ones.
### Table 9.7: Security of the masked AND from Eq. (9.7) composed with AND as in Eq. (9.8).

<table>
<thead>
<tr>
<th>Shares</th>
<th>Secrets</th>
<th>TT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$b_0$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Hamming weight

1 1 2 1 2 2

<table>
<thead>
<tr>
<th>Shares</th>
<th>Secrets</th>
<th>TT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$b_0$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Hamming weight

1 1 2 1 2 2

<table>
<thead>
<tr>
<th>Shares</th>
<th>Secrets</th>
<th>TT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$b_0$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Hamming weight

1 1 2 1 2 2

<table>
<thead>
<tr>
<th>Shares</th>
<th>Secrets</th>
<th>TT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$b_0$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Hamming weight

1 1 2 1 2 2

<table>
<thead>
<tr>
<th>Shares</th>
<th>Secrets</th>
<th>TT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>$a_1$</td>
<td>$b_0$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Hamming weight

1 1 2 1 2 2

\[
q'_0 = (q_0 \land b_0 \oplus (q_0 \land b_1 \oplus b_1)) \oplus (q_1 \land b_0 \oplus [m_0 \lor m_1])
\]

\[
q'_1 = q_1
\]
9.3 Synthesis of First-Order Secure Implementations

Manually tracking the masks as they propagate through the implementations quickly becomes a very complex task as the implementation size increases. We thus decided to develop an automated approach to create a masked implementation when possible, or to indicate which signals need to be changed otherwise. As a first step, the tool reads the description of a Boolean program in static single assignment (SSA) form in Verilog syntax such that each instruction is either a one-bit signal assignment or a two-bit XOR, XNOR, or AND gate. The Boolean circuit is then represented as an SMT problem which is fed to the Z3 [MB08] theorem prover. Z3 searches for a possible solution for the mask encoding of the input signals so that for each gate the inputs have different masks. Furthermore, it allows ensuring a desired mask encoding for the input and output signals. We now give a more detailed description of how the implementation is encoded in SMT2 and which steps are necessary.

Each implementation takes two masks $m_0$ and $m_1$. As a result, there are three possible mask combinations and thus three possible encodings for the input signals: $1 = m_0$, $2 = m_1$, $3 = m_0 \oplus m_1$. With the following SMT2 code snippet, the input signal $a$ is mapped to any of the three masking combinations. We adjust the assertions accordingly, depending on whether we target a specific encoding or we let the theorem prover decide on the encoding.

```smt
; Input encoding definition and constraints
(declare-const a Int)
(assert (> a 0))
(assert (< a 4))
```

The same rules are also applied to every output of a gate to restrict the output mask encoding to these three possibilities.

For each of the four possible instruction classes (assignment, XOR, XNOR, and AND) of the SSA-encoded input file, we create specific rules for deciding which masks can appear in the output $q$ for the given input combination. In the
example encoding it is always assumed that the signals \( a \) and optionally \( b \) form the operands. The encoding of the signal assignment \( q = a \) just results in a copy of the mask encoding in the SMT2 rules.

\[ \text{; Signal assignment rule} \]
\begin{align*}
&\text{(assert (= q a))}
\end{align*}

To encode the output of the \texttt{XOR} (and \texttt{XNOR}) instructions, we utilize the fact that for different input encodings of \( a \) and \( b \), the output encoding (calculated by an \texttt{XOR}) is always different from the input encodings and equal to the third unused one.

\[
m_0 \oplus m_1 = (m_0 \oplus m_1)
\]
\[
m_0 \oplus (m_0 \oplus m_1) = m_1
\]
\[
m_1 \oplus (m_0 \oplus m_1) = m_0
\]
\[\ldots\]

When neglecting the case that both inputs could have the same mask encoding, which is covered by the safety rules for the gates in the next step, the following SMT2 encoding can be used.

\[ \text{; XOR/XNOR gate rule} \]
\begin{align*}
&\text{(assert (not (or (= q a) (= q b))))}
\end{align*}

Note that the negation of the output in case of the \texttt{XNOR} has no influence on the encoding because it is a simple addition of a constant value 1.

Finally, for the \texttt{AND} gate, the mask encoding can be the same as either operand since the operands can be simply swapped. We thus let the theorem prover decide which signal is used as the first operand and this defines the mask encoding of the output (see Eq. (9.7)). The information of which masks appear in the output is later on taken into account when the masked implementation is created to decide on the first operand.
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; AND gate rule
(assert (or (= q a) (= q b)))

Again the AND gate rule does not cover the cases of both operands having the same mask encoding.

For each two-input gate, we additionally define that both operands are required to have a different mask encoding which otherwise would create a flaw in the masked implementation.

; Safety rule for two input gates
(assert (not (= a b)))

To make the design and verification of separate modules easier, we decide to use the same input and output mask encoding on byte-level for all our modules. We can restrict the output encoding by setting the input and output signals equal, for example.

; Equal input and output byte-encoding
(assert (= o0 i0))
(assert (= o1 i1))
(assert (= o2 i2))
...
(assert (= o7 i7))

When the Z3 theorem solver finds a secure model that fulfills our constraints, it constructs the mask assignments for a masked implementation. The translation of the unprotected scheme to a secure masked implementation is then rather straightforward. At first, we duplicate all input and output ports of the module and additionally add the two masks \( m_0 \) and \( m_1 \) as input signals. For each instruction of the SSA input file we replace the original code by its masked variant according to the masked gates introduced in Section 9.2. As a further optimization, the second share of each instruction is (optionally) replaced by the resulting mask of the output signal which helps to save unnecessary instructions that would result in one of the three mask encodings anyway.
We do not give a more detailed description of our tool at this point since the rest of the functionality follows from the description of the masked gates above and is mostly engineering work.

9.4 Masking AES

To demonstrate the practicality of our approach, we target AES-128 (forward direction only) as an example. Since none of the existing formal verification tools are yet powerful enough to verify a full AES encryption, we decide to use a modular implementation and verification approach. To justify the security of the overall design when bringing the modules together, we restrict the mask encoding for each input and output byte of every function to be equal.

Our software implementation is partially based on earlier work described in Chapter 6 and in [SS16c]. There we describe various optimized assembly implementations targeting the 32-bit ARM Cortex-M3 and Cortex-M4 microprocessors. One implementation is masked using 2 Boolean shares. This is a bitsliced implementation of AES-128 in CTR mode, such that two consecutive AES blocks can be efficiently processed in parallel. When 256 blocks (or 4 kilobyte) of data are encrypted, we measured that encryption on average takes 8727 cycles per block (or 545 cycles per byte). We also noted that 3440 cycles of these are spent on generating all required 10496 random bits using the onboard hardware RNG of an STM32F407 board, which is over 39% of the total cycle count.

Our implementation uses the same hardware RNG of the same board, but we only generate a single 32-bit fresh random word per 2 AES blocks. The architecture dictates a multiple of 32 bits, so 28 of these are ignored, 2 are used for the first AES block, and 2 for the second AES block.
9.4.1 SubBytes

The most complicated part of the AES is its SubBytes layer which can be implemented as 16 instances of S-box modules. Most of the masked AES designs published over the last years are based on the S-box construction of Canright [Can05]. A more suitable design for our bit-wise approach, however, is the design of Boyar and Peralta [BP12] which is already constructed in SSA form. There are follow-up works [BMP13; VSP18] that further reduce the size of the implementation in terms of gates/instructions. Various unmasked S-box implementations can be found online.\textsuperscript{1} For hardware implementations, we would recommend the S-box implementation which aims at minimizing the logic depth (16). This S-box consists of 128 SSA instructions. In total there are 34 \texttt{AND}, 90 \texttt{XOR} and 4 \texttt{XNOR} instructions for the unmasked implementation. Each instruction takes two one-bit variables as input. For our case (a software implementation), the logic depth is not of such importance, so we choose the S-box with the smallest gate count (113). This S-box has 32 \texttt{AND}, 77 \texttt{XOR} and 4 \texttt{XNOR} instructions and has logic depth 27.

After running our synthesis tool on this S-box design without any further optimizations, the resulting masked design consists of 96 \texttt{AND} gates, 228 \texttt{XOR} gates, and 4 \texttt{NOT} gates (because \texttt{XNOR}s are decomposed to one \texttt{XOR} followed by a \texttt{NOT} gate in Yosys’ ILANG). The 96 \texttt{AND} gates result from the fact that the masked \texttt{AND} triples the number of \texttt{AND} gates compared to the unmasked design. Also, each masked \texttt{AND} gate introduces 4 \texttt{XOR} gates which in total results in 128 additional \texttt{XOR} gates. The masking of the \texttt{XOR} and \texttt{XNOR} gates, on the other hand, does not introduce additional circuitry since the second output share can simply be assigned to the third mask (i.e., unused by the inputs). Some additional \texttt{XOR} gates are required because at some points we need to change the masking of a signal by introducing additional \texttt{XOR} instructions to receive a satisfiable Z3

\footnote{\url{http://www.cs.yale.edu/homes/peralta/CircuitStuff/CMT.html}}
model and thus a securely synthesizable implementation, and to ensure that the input and output mask encoding is equal.

After running an optimization pass in Yosys, which maps gates implementing the same function to a single gate and thus eliminates duplications, the number of gates could be reduced to 86 \text{AND} gates, 1 \text{OR} gate, 225 \text{XOR} gates and 4 \text{NOT} gates. We rerun the verification after this optimization to ensure that the implementation remains secure. The \text{NOT} gates can be moved to the key schedule such that they are not executed for every encryption/decryption call with the same key. The total overhead for the masking of the S-box is thus about a factor 2.79 excluding loads and stores.

From the design of the S-box, we also gathered a byte encoding to be used for the rest of the AES modules to ensure security and correctness of the full encryption. The byte encoding is \{2, 3, 3, 1, 1, 2, 1, 2\} in the SMT encoding, corresponding to \{m_1, m_0 \oplus m_1, m_0 \oplus m_1, m_0, m_0, m_0, m_1, m_1\} as the mask encoding for the S-box input bits \textit{i}_0 to \textit{i}_7.

The targeted microarchitecture has only 14 registers that can be freely used, which means that many store and load instructions need to be inserted. On this platform, loads from memory are relatively expensive. Most arithmetic instructions execute in a single cycle, while a load instruction will take at least two cycles, although when \textit{N} loads can be pipelined they can often execute in \textit{N} + 1 cycles. In earlier work [Sto16a], a tool was created that automatically reschedules instructions and allocates registers in order to minimize the overhead caused by spilling values to the stack. We use the same tool to schedule the 60 load instructions and 51 store instructions on top of the arithmetic instructions.

9.4.2 Linear Components

\textbf{ShiftRows}. Since the ShiftRows transformation only changes the order of the bytes in the state rows, no special modifications are required for the round transformation compared to an unprotected design. Furthermore, all of the
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masked AES modules (in the final design) do not explicitly carry the second share of each signal but instead just assume the byte mask encoding as used by the S-box for inputs and outputs as the second share. ShiftRows can be implemented with only wiring in hardware, but in software we need instructions to actually move the bits around. We use the same ShiftRows implementation as that of Chapter 6, which requires 104 single-cycle instructions.

MixColumns. We start with the unmasked MixColumns implementation from Chapter 6, that uses 27 32-bit XORs for the four-column operation. However, to translate this to a masked implementation we now need to be careful that no values with the same mask get combined and ensure the correct byte mask encoding of the inputs and outputs. We therefore need to remask various values and the masks need to be loaded from the stack. In total we need to add 12 XOR and 6 load instructions to the original 27 XORs. A program was used to verify that this was done correctly.

AddRoundKey. In AddRoundKey the round key is added to the state (or the plaintext in the first round). Since we enforce the same byte encoding for all bytes in our design, the key byte first needs to be remasked before it can be added to the state or plaintext byte and the result of the XOR also requires remasking. Instead of 8 32-bit XORs as in the unprotected bitsliced design, we thus require 32 XOR instructions. The number of XORs can be reduced to only sixteen if the state and key bytes are shared such that their sum again results in the assumed byte sharing for the S-box. Due to the lack of the possibility to formally verify the whole implementation, we decide on keeping the byte encoding for both key and state bytes the same. This makes arguing of the security of the overall implementation for individually verified modules easier because there are fewer issues to oversee. In addition to the arithmetic instructions, we use 11 load instructions and 1 store.
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9.4.3 Results

For the entire AES encryption, we measure on average 3387.6 cycles per block (or 211.7 cycles per byte) under the exact same test conditions as in Chapter 6. This is a speed improvement of roughly 61%. Moreover, the stack requirements are lowered from 1584 bytes to only 188 bytes, a decrease of over 88%.

In Chapter 6 we also described an unmasked bitsliced AES-128-CTR implementation as an intermediate step. This took only 1616.6 cycles per block (or 101 cycles per byte) on the Cortex-M4. The overhead cost of adding first-order masking is therefore still almost a factor 2.1.

The most computation effort in each round is spent on the S-box calculations with 68.7% of the instructions. The AddRoundKey and MixColumns operations consume respectively 7.1% and 7.3% of the round instructions. The remaining instructions are mostly spent on the ShiftRows transformation with about 16.9%.

Table 9.8 summarizes the costs for the individual transformations that are required to implement the full AES.

9.5 Discussion

9.5.1 Comparison to Previous Work

A comprehensive comparison of our results with previous work is very difficult. On the one hand, masked AES implementations have been created for many different platforms. On the other hand, a number of works only report the speed which means that comparing based on other aspects such as memory usage is hard, especially when source code is not easily available. Moreover, the reported speeds were measured on different CPU (micro)architectures, which makes them harder to compare. For masked implementations, rather than comparing absolute execution times, it makes more sense to compare the overhead factor over an unprotected implementation, as was done in [WVGX15]. However, we were not able to find implementation results for unmasked implementations
### Table 9.8: AES-128-CTR implementation results in terms of instruction counts.

<table>
<thead>
<tr>
<th>Module</th>
<th>#</th>
<th>AND</th>
<th>XOR</th>
<th>Bit op*</th>
<th>Load</th>
<th>Store</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES†</td>
<td>870</td>
<td>3433</td>
<td>560</td>
<td>773</td>
<td>520</td>
<td></td>
</tr>
<tr>
<td>PreRound</td>
<td>1</td>
<td>-</td>
<td>32</td>
<td>-</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>▶ AddRoundKey‡</td>
<td>1</td>
<td>-</td>
<td>32</td>
<td>-</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>Round</td>
<td>9</td>
<td>87</td>
<td>344</td>
<td>56</td>
<td>77</td>
<td>52</td>
</tr>
<tr>
<td>▶ SubBytes</td>
<td>1</td>
<td>87</td>
<td>225</td>
<td>-</td>
<td>60</td>
<td>51</td>
</tr>
<tr>
<td>▶ ShiftRows</td>
<td>1</td>
<td>-</td>
<td>48</td>
<td>56</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>▶ MixColumns</td>
<td>1</td>
<td>-</td>
<td>39</td>
<td>-</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td>▶ AddRoundKey‡</td>
<td>1</td>
<td>-</td>
<td>32</td>
<td>-</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>LastRound</td>
<td>1</td>
<td>87</td>
<td>305</td>
<td>56</td>
<td>72</td>
<td>51</td>
</tr>
<tr>
<td>▶ SubBytes</td>
<td>1</td>
<td>87</td>
<td>225</td>
<td>-</td>
<td>60</td>
<td>51</td>
</tr>
<tr>
<td>▶ ShiftRows</td>
<td>1</td>
<td>-</td>
<td>48</td>
<td>56</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>▶ AddRoundKey‡</td>
<td>1</td>
<td>-</td>
<td>32</td>
<td>-</td>
<td>12</td>
<td>-</td>
</tr>
</tbody>
</table>

* This includes ubfx and uxtb instructions.
† This excludes the function prologue and epilogue, reading a random word and changing it to the right format, bitslicing the input, unbitslicing the output, loading the input, storing the output, increasing the CTR-mode counter, the initial masking of the input, the final unmasking of the output, XORing the keystream with the plaintext, keeping track of the remaining length, and managing some pointers and addresses. Of course all of this is included in the speed measurement.
‡ Loads and stores slightly differ due to values that are already in registers or no longer necessary.
in all works. Furthermore, none of the previous works consider the cost of the initial masking of plaintext and key. Finally, it should also be noted that a lot of these works also present higher-order masking schemes, which again makes comparison with our optimized first-order AES unreasonable. Nevertheless, we gathered some data in Table 9.9 for completeness.

Performance. The only previous work to which a comparison is justified is the work underlying Chapter 6 [SS16c], since we used the same platform. When comparing to that work, we can conclude that our dramatic decrease of randomness does not imply sacrifices when it comes to speed or memory.

When it comes to speed, we also look at the work of Wang et al. [WVGX15], since it was able to create a significant improvement over previous works. By comparing the overhead factors over an unprotected implementation, we can conclude that the speed of our implementation is competitive.

It should be noted that like the implementations by Goudarzi et al. [GR17], we do not include a masked key schedule but instead store the precomputed round keys in memory in shared form.

Finally, we point out that we compare the average encryption speed per AES block, but as our implementation always processes two blocks in parallel using CTR mode, one cannot reach this speed when encrypting only a single AES block. Moreover, the implementation is fully unrolled, which results in very high speed and a large ROM requirement. If the ROM size is deemed too high for a particular application, it would be trivial to drastically reduce it at the cost of only a few extra CPU cycles.

Randomness. When it comes to total randomness consumption, our implementation clearly outshines most of the previous works. Only Faust et al. [FPS17] had previously reported a first-order AES with constant randomness. In fact, they were the first to show its feasibility. However, their complete AES implementation is not discussed in detail. For example, it is not clear if the 8 S-box
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input bits also use the same masks and if this is the case, which encoding was used. Although they use the same development board (including the hardware RNG), it should be noted that their implementation was written in C and more meant as a proof of concept than as a carefully optimized implementation.

Security. Apart from differences in speed, memory usage and randomness consumption, the implementations in Table 9.9 naturally also differ in level of practical security. A low fresh randomness consumption goes hand-in-hand with higher signal-to-noise ratio, which can benefit the adversary. It has also been noted that the reuse of randomness leads to dangerous transition leakage [WM18b]. On the other hand, transition leakages have also been shown to be a problem in the more conventional randomness-expensive masked implementations [PV17], which means our implementation is not necessarily the only one vulnerable to this. Moreover, even if we double our latency to account for reset cycles against transition leakage, our performance is very competitive with previous works.

9.5.2 Randomness in Perspective

Offline. Our design requires no online randomness and only two random bits for the initial sharing. For other implementations in the literature at least 128 bits for the sharing of the key and 128 bits for the sharing of the plaintext are required for a two-share implementation, or $2 \times 256$ bits for a three-share threshold implementation, respectively. From this perspective, our implementation saves at least 254 random bits for the initial sharing alone.

Online. In the current state-of-the-art on first-order masking, each multiplication and refreshing block requires one unit of fresh randomness. In the case of the AES S-box, each unit is one byte and the S-box can be constructed using four multiplications and two refreshings [RP10], which brings the total randomness
### Table 9.9: Comparing performance results for AES-128.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Speed (cycles)</th>
<th>Overhead factor</th>
<th>ROM (bytes)</th>
<th>RAM (bytes)</th>
<th>Random (bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comparable Platform</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This work Cortex-M4</td>
<td>3387.6</td>
<td>2.1</td>
<td>25.2k</td>
<td>188</td>
<td>2</td>
</tr>
<tr>
<td>Chapter 6 Cortex-M4</td>
<td>8727.6</td>
<td>5.4</td>
<td>39.9k</td>
<td>2.0k</td>
<td>10.5k</td>
</tr>
<tr>
<td>[FPS17] Cortex-M4</td>
<td>73650</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2/16</td>
</tr>
<tr>
<td>Different Platforms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[RP10] 8-bit 8051</td>
<td>129000</td>
<td>64.5</td>
<td>3.2k</td>
<td>73</td>
<td>9.6k</td>
</tr>
<tr>
<td>[BFG+17] 8-bit AVR</td>
<td>157196</td>
<td>-</td>
<td>2.8k (in total)</td>
<td>13.1k</td>
<td></td>
</tr>
<tr>
<td>[GR17] ARM7TDMI</td>
<td>53462</td>
<td>-</td>
<td>7.5k</td>
<td>-</td>
<td>30.8k</td>
</tr>
<tr>
<td>[GR17] ARM7TDMI</td>
<td>49329</td>
<td>-</td>
<td>4.8k</td>
<td>-</td>
<td>26.9k</td>
</tr>
<tr>
<td>[GR17] ARM7TDMI</td>
<td>56199</td>
<td>-</td>
<td>12.4k</td>
<td>-</td>
<td>19.2k</td>
</tr>
<tr>
<td>[WVGX15] Cortex-A15 simulator</td>
<td>4869</td>
<td>4.3</td>
<td>-</td>
<td>-</td>
<td>19.2k</td>
</tr>
</tbody>
</table>

Cost per S-box evaluation to 48 bits. One SubBytes transformation consists of 16 S-boxes and thus requires 768 random bits. One encryption round including key schedule requires 960 bits. In total, the amount of online randomness for one AES-128 encryption is thus 9.6 kbits.

For the sake of completeness, we note that in hardware masking, there exist more online randomness efficient S-box implementations which, however, require an increased amount of input shares for the S-box (e.g., the four-share S-boxes of Ghoshal et al. [GD17] and Wegener et al. [WM18a]). There is no full AES implementation or estimation given in [GD17], so further comparison is
difficult. Moreover, a flaw in their design was detected and reported by Wegener and Moradi [WM18a]. The S-box of [WM18a] also has four input and output shares and exploits the changing of the guards trick by Daemen [Dae17] to obtain zero online randomness consumption. Their full design uses the dynamic conversion approach, but avoids extra online randomness by a clever recycling of independent state bytes. They thus only require 256 bits for the initial sharing of the plaintext and key and 24 additional bits for the initial guards. More recently, Sugawara [Sug18] presented the first three-share AES S-box without online randomness. However, their entire AES implementation still uses 776 initial bits of randomness, which exceeds that of [WM18a].

Summary. Comparing our design with others is quite difficult because most of the existing implementations do not consider the amount of required initial randomness for sharing the key and plaintext data. However, we have at least shown that also the performance can be competitive with state-of-the-art implementations, even if we double the latency with reset cycles against transitional leakages. Requiring only two bits of randomness for each masked encryption could thus make the difference between deciding on requiring an additional PRNG or using an already on-board TRNG, and could thus make first-order masking cheap enough to be used for highly constrained devices like low-cost RFID tags.

9.5.3 Hardware

For a SCA-resistant implementation in hardware, security in the probing model with glitches needs to be ensured. The security of our approach critically depends on the correct order in which the signals are combined. For this reason, registers are required after $t_1, t_2, t_3, t_4$ and $t_5$. 
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The above has been formally verified in the presence of glitches using maskVerif [BBC+19].\(^2\) Hence, our methodology is also applicable to hardware masking.

**Efficiency.** In practice however, the method is more amenable for application in software. The need for many registers means we pay for the randomness reduction by an increased amount of latency. The unmasked Boyar-Peralta S-box has a maximum logic depth of 16 and an AND depth of 4. Every masked AND gate requires three cycles to securely calculate the result. Accordingly, the total latency of the S-box is 12 cycles \((16 - 4 \text{ XOR layers}) + 12 \times 3 \text{ AND layers} \times 3\) which in total amounts to 24 cycles. In software, the impact of our masking method on the latency and throughput is less dramatic, both because of the absence of glitches and because of the possibility of bitslicing.

**Security.** Moreover, most hardware masked AES implementations are round-based with a serial S-box calculation. As was shown by Wegener and Moradi [WM18b], these serialized designs can introduce dangerous transition leakages. So, in contrast with an unrolled implementation, these designs require register reset cycles or precharge logic, which would essentially again increase the latency to its double. For these reasons, we do not investigate a hardware implementation in further detail. We further discuss the security issues in Section 9.6.3.

To conclude, we have demonstrated that two random bits are enough to achieve theoretical first-order security in the probing model even in the presence of glitches. Its implementation in practice however incurs a high penalty in latency and requires extra care to not introduce new leakages.

\(^2\)The results can also be found at https://github.com/LaurenDM/TwoRandomBits.
9.6 Security Analysis

9.6.1 Formal Verification in the \( t \)-Probing Model

For the verification of the side-channel security of our approach, we used the formal verification tool maskVerif of Barthe et al. [BBC+19] on the synthesized modules. Since maskVerif is originally designed to verify sharing-based implementations, the outcome of our synthesis tool creates a verification wrapper that is later on modified to represent the correct masking for the input signals of the actual masked implementation. The verification wrapper thus takes two shares per input of the masked module and creates the correct masking by first adding the mask as defined by the mask encoding and subsequently the second share of the input.

The input bits \( \{i_0, i_1, \ldots, i_7\} \) of the masked AES S-box module for example, uses the same SMT mask encoding \( \{2, 3, 3, 1, 1, 2, 1, 2\} \) (where 1 denotes \( m_0 \), 2 denotes \( m_1 \), and 3 denotes \( m_0 \oplus m_1 \)) as any other module for both inputs and outputs. We take the input shares of the wrapper (indicated by the suffix “_0” for the first share or “_1” for the second share) and create the actual masking as follows.

```verilog
module verification_wrapper(
    input i0_0, i1_0, ..., i7_0,
    input i0_1, i1_1, ..., i7_1,
    input m0, m1,
    output o0, o1, ..., o7);

    // Mask encoding
    assign i0 = (i0_0 ^ m1) ^ i0_1; // 2
    assign i1 = (i1_0 ^ m0 ^ m1) ^ i1_1; // 3
    assign i2 = (i2_0 ^ m0 ^ m1) ^ i2_1; // 3
    assign i3 = (i3_0 ^ m0) ^ i3_1; // 1
    assign i4 = (i4_0 ^ m0) ^ i4_1; // 1
    assign i5 = (i5_0 ^ m1) ^ i5_1; // 2
    assign i6 = (i6_0 ^ m0) ^ i6_1; // 1
```
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```verbatim
assign i7 = (i7_0 ^ m1) ^ i7_1;  // 2

// DUV
aes_sbox sbox_inst (i0 , i1 , i2 , ... , i7 , ...);
endmodule
```

For the input in the maskVerif tool, the implementation is read by the Yosys [Wol] open synthesis tool. The circuit is then mapped to Yosys’ internal gate representation (ILANG) and subsequently flattened such that a single module is created that contains all gates. The resulting circuit is then returned in ILANG format for which input, output and mask signals are annotated before it is fed into maskVerif. The implementations are validated for the probing model of Ishai et al. [ISW03] without glitches.

**Table 9.10:** SCA resistance verification results.

<table>
<thead>
<tr>
<th>Module</th>
<th>Number of 1-uples</th>
<th>Verification time</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>AddByte</td>
<td>95</td>
<td>16 ms</td>
<td>probing secure</td>
</tr>
<tr>
<td>MixColumns</td>
<td>315</td>
<td>108 ms</td>
<td>probing secure</td>
</tr>
<tr>
<td>SubByte</td>
<td>429</td>
<td>22 s</td>
<td>probing secure</td>
</tr>
</tbody>
</table>

As the results in Table 9.10 show, all of the modules on which our entire AES-128 encryption depends, are probing secure as intended. ShiftRows is only rewiring (readdressing) in hardware and just a bit permutation in software, which does not influence the probing security. With the input and output constraints for our synthesis tool, we also ensure that the mask encoding for each byte is the same, and we can thus safely compose these modules without creating flaws in the probing model for first-orders. However, we note that this composition argument is only true for first-order implementations for which a probing attacker is restricted to a single probe. This means that multivariate probes are of no concern and thus probes occur only in a single submodule. Tables 9.6 and 9.7 show that the reuse of randomness has no influence on the
output distributions of cascaded gates, as long as the mask encoding is done with precision. Our synthesis tool creates implementations which, by construction, ensure that the mask encoding is fixed at the inputs and outputs of submodules. Our submodules have been formally verified for these encodings. Therefore, combined with the fact that probes can only placed on a single submodule, this ensures that the entire AES implementation is first-order secure.

We have proven the security of our scheme using formal verification tools and demonstrated that randomness can almost completely be eliminated for first-order security within the $t$-probing model. Apart from pushing the boundaries in terms of randomness cost, we are therefore also testing the limits of this model, which has become the standard adversary model for countermeasures against DPA. In the next two subsections, we demonstrate with our new masking scheme where the $t$-probing model is lacking.

### 9.6.2 Horizontal Attacks

With our scheme that fixes the mask encoding of the state across the rounds of an encryption, we need to be careful not to create a vulnerability to horizontal attacks. A horizontal side-channel attack considers correlations between multiple samples within a single trace, as opposed to the more common vertical side-channel attacks, which consider the same time sample across multiple traces. For this investigation, we cannot rely on established evaluation methods (e.g., TVLA) or verification tools since the state-of-the-art on horizontal attacks against symmetric primitives is quite limited. We will first consider the attacks from previous works and explain why they cannot be applied to our new scheme. Next, we use simulated traces to investigate the success probability of a trivial horizontal attack to recover the masks, followed by a classical CPA attack.

**Previous works.** The literature on horizontal attacks against public-key primitives is abundant [BJPW13; BJPW14; HKT15]. However, these attacks are
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typically based on the assumption that the secret determines the presence or absence of some collision(s) (e.g., between subsequent iterations in an exponentiation algorithm). Since this situation clearly differs from ours, we will not further discuss it.

A recent work investigates horizontal attacks against a very common building block in masked implementations, i.e., the ISW multiplication [BCPZ16]. However, we will not consider such an attack in this work, since it targets the ISW implementations when the number of shares \( n \) satisfies \( n > c \cdot \sigma \), with \( \sigma \) the measurements noise. As an example, they attack a 21-share implementation. It is thus unlikely to be applicable to our 2-share implementation.

One type of horizontal attack against masked symmetric primitives targets implementations that compute the S-box by means of a masked table lookup [PdL09]. They exploit the fact that for each S-box input (i.e., one plaintext byte and one key byte), the table lookup is performed with multiple masks. Hence, a trace of a single encryption consists of multiple subtraces of S-box calculations that use the same key byte. By doing a CPA attack horizontally on these subtraces, the key byte can be recovered. In our scheme, each key byte is only used once per encryption. This makes a similar horizontal attack on a single trace impossible.

**Experiments.** Nevertheless, our implementation does use the same mask for every single state byte and in every single round of AES. A normal CPA attack relies on the ability of the attacker to make hypotheses on intermediates. In the case of AES, these hypotheses typically target the output of an S-box \( S(x_i \oplus k) \), where \( x_i \) is variable and known (in the first/last round) and \( k \) is constant and unknown and hence, the target of the attack. In our case, the S-box output is protected with a mask. The intermediate in the traces would be \( S(x_i \oplus k) \oplus m_i \) when considered vertically, with \( i \) the index of the trace/encryption. In this case, \( x_i \) is variable and known (the plaintext), \( k \) is constant and unknown and \( m_i \) is variable and unknown, since each encryption uses a new mask. The key
cannot be extracted unless the mask for each encryption $m_i$ is known. When we consider a trace horizontally, the S-box outputs are $S(x_j \oplus k_j) \oplus m$ with $x_j$ variable and unknown (state bytes) in all rounds except the first and last, $k_j$ variable and unknown (different round keys) and $m$ constant and unknown. It is clear that the key cannot be extracted using a horizontal CPA attack. However, if the constant and unknown mask $m$ can be extracted horizontally from each single trace, a classic vertical CPA attack using hypotheses $S(x_i \oplus k) \oplus m_i$ can extract the key bytes.

To attack the mask within a single trace, we need to choose an intermediate that combines the mask with variable and known data $x_j$, i.e., the plaintext or ciphertext bytes. This should thus give 16 or 32 subtraces to do CPA over with the hypotheses $x_j \oplus m$.

We create simulated traces to test this attack, consisting of the Hamming weight of each state byte after each intermediate operation. While our actual implementation is bitsliced, our simulated traces consider bytes for simplicity. As shown in [BGRV15], the signal-to-noise ratio (SNR) of a bitsliced implementation is lower, but it does not prevent SCA.

For each individual trace, we consider 16 subtraces corresponding to the 16 byte-XORs in the last AddRoundKey stage. Across these subtraces, we perform CPA to recover the mask of that trace. At least in simulation, this attack is very successful. Table 9.11 shows that even for high noise levels, only 8% of the masks are guessed incorrectly. However, note that attacking a linear operation in practice is very difficult.

<table>
<thead>
<tr>
<th>SNR</th>
<th>100</th>
<th>10</th>
<th>1</th>
<th>0.1</th>
<th>0.01</th>
</tr>
</thead>
<tbody>
<tr>
<td>% wrong masks</td>
<td>0</td>
<td>0</td>
<td>1.885</td>
<td>7.411</td>
<td>7.501</td>
</tr>
</tbody>
</table>

Table 9.11: Percentage wrongly guessed masks after horizontal CPA on 16 subtraces.
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Once the masks have been guessed, we perform a normal vertical CPA, using the (mostly correct) knowledge of the masks. We repeat the experiment for various signal-to-noise ratios (SNRs) and measure the success by the average rank of the correct key byte. Figure 9.1 shows that for very high SNR, the attack succeeds with only a few thousand traces. For a more realistic SNR = 1.0, the average key rank never becomes 0 with up to 10,000 traces. For low SNR levels, the attack never succeeds.

![Figure 9.1: Average correct key rank as a function of the number of traces in a CPA attack followed by a horizontal mask recovery for different SNRs.](image)

We performed a small investigation of the success of horizontal attacks against our implementation with extreme mask reuse. We used a fairly simplistic attack because we cannot rely on state-of-the-art analysis tools. We assumed a quite powerful adversary who can attack linear operations and showed that the reuse of masks does not trivially introduce vulnerabilities against horizontal attacks at realistic noise levels.
9.6. Security Analysis

9.6.3 Beyond the $t$-Probing Model

It was already noted by Wegener and Moradi [WM18b] that the $t$-probing model does not incorporate transition leakages, which in our case of extreme randomness reuse, are dangerous. On the one hand, having the same masks for each bit of the state leads to transition leakages if the S-box is implemented in a serial way. Furthermore, the reuse of the same masks in each round, has the same effect in a round-based implementation. This example alone already shows the huge gap between theory and practice. However, we have shown that our solution can at least obtain very competitive performance compared to previous work, even if we double the latency with reset cycles against transition leakage.

While our scheme is an extreme example of how theoretical security may be insufficient in practice, similar conclusions can be made for previous works that target security in the $t$-probing model, even those in which randomness is used as described in [ISW03] and never reused. Effects such as transition leakages have been especially well studied for software by Balash et al. [BGG+14] and more recently by Papagiannopoulos et al. [PV17] among others. The resetting and clearing of registers is a popular solution proposed both in [WM18b] and [PV17], but incurs a very high penalty on the latency. The authors of [BGG+14] propose to use a theoretically $2t$-secure scheme when targeting $t$-order security.

To conclude, we have shown that eliminating randomness (apart from 2 bits) is possible. We however also noted that the models currently used are not prohibitive enough to guarantee security in practice and that theoretically secure solutions should be superposed with additional expensive countermeasures to achieve the desired protection. An interesting question for future work is whether the models can be adapted such that schemes are practically secure from the start.
9.7 Conclusions and Future Work

In this chapter, we have demonstrated that first-order masking in theory does not require more than two bits of randomness in both software and hardware. These two bits of randomness include the initial randomness for masking of secret data as well as the so-called online randomness that is usually required by other masking approaches to keep the first-order probing security. We thus throw away the distinction of randomness spent on masking the input data and the randomness spent on keeping this independence during the computation, since it is not very meaningful for applications in practice.

We have also shown that our approach not only leads to first-order probing secure implementations (which we verified using formal tools as well as manual verification) but also that this approach can be automated easily.

The downside of our approach, which is more noticeable in hardware, is an increased latency behavior due to the required control of the order in which operations are performed. However, we want to emphasize that the main idea of this work was to demonstrate that two bits of randomness not only pose the intuitive theoretical lower bound for first-order masking but that this bound is achievable in theory.

Our findings not only give answers to intriguing research questions but also lead the way to some follow-up questions.

- We demonstrated that when sacrificing latency in hardware, a lot of random bits can be saved and therefore the costs involved with the production of randomness. At the same time, there exists work like the low-latency masking approach of Gross et al. [GIB18], that show that arbitrary functions can be calculated in a securely masked way and in a single cycle when randomness considerations are not taken into account. A consequent next step is thus to research concepts to design masked implementations which achieve a better trade-off regarding latency and area for a give randomness budget.
Another open question is if and how the introduced concepts can be extended to higher-order masking. For first-order masking, an attacker is limited to a single observation and thus masks can be reused in the same form and combination at different points in the implementation. For higher-order masking, the same combination of masks at different positions automatically lead to a violation of the probing security. This does not mean that mask reuse is not possible but only that more aspects need to be taken into account like the encoding of the masks at multiple positions.

While two random bits are enough to achieve first-order probing security, it does not mean that it suffices to protect against first-order DPA in practice. Using less randomness may provide a larger attack surface to horizontal attacks and most likely also increases the signal-to-noise ratio for a DPA attacker. Also, transition leakages become more prominent when randomness recycling is used in extremis. The gap between theory and practice has never been more clear and also unoptimized schemes that have been designed in the \( t \)-probing model are vulnerable in practice. Naturally, our scheme’s almost complete elimination of randomness means that its actual security level (e.g., in terms of required leakage traces to extract a secret) is not the same as for an implementation that uses a lot of randomness on mask refreshing of intermediate values. However, what is less obvious is the question whether or not the saved randomness could be more effectively used, e.g., for additional hiding countermeasures that lower the signal-to-noise ration by a higher extent than by spending more randomness on masking itself. There are two different approaches to take in the future. On the one hand, we can keep designing masking schemes in the theoretical \( t \)-probing model, pushing the limits and reaching new boundaries. However, further research is needed into the implementation cost of existing schemes when combined with the extra countermeasures...
necessary to take them beyond the $t$-probing model into practice. An alternative route is to adapt our models and design schemes which in themselves provide the needed practical security. The next challenge is then to push the limits in those models.
Chapter 10

Conclusions and Outlook

Throughout the previous chapters we proposed and discussed ideas for the optimization of various aspects of symmetric cryptography. The technique based on SAT solvers introduced in Chapter 3 works well for small S-boxes for which implementations with few operations exist. Unfortunately, the technique scales poorly to larger S-boxes. It would be interesting to see if this method can be combined with advances in the fields of logic synthesis and particularly exact synthesis, which may be less known in the symmetric-cryptography community.

Chapter 4 discussed global optimization of implementations of MDS matrices. We showed how a metric used previously in literature yields less-than-optimal results and how existing techniques for solving shortest linear straight-line programs apply to the optimization of MDS matrices. It makes one wonder how much of research is really obsoleted by existing results that are simply poorly available, phrased differently, forgotten through history, written in a different language, or known only in other research communities. Research on improving the heuristic algorithms may provide improvements to many results as the problems are very generic.

The final cryptographic building block that we looked at extensively was the column-parity mixer (CPM) of Chapter 5. We studied many of its properties and even designed a full permutation to showcase how CPMs can be integrated in designs of cryptographic schemes. One idea already put forward in the chapter is that it would be interesting to learn more about the relation between the density of a parity-folding matrix, the quality of the diffusion, and the implementation cost. There might be some optimal trade-off. Another direction that could be taken is to see whether there are better transposition layers that combine well with CPMs.
In Chapter 6 we showed speed-optimized assembly implementation of AES for the ARM Cortex-M3 and Cortex-M4. Despite the fact that none of the techniques are particularly new, the implementation did improve over the previous state of the art by quite a lot. This is partially due to a custom instruction scheduler and register allocator used for SubBytes, but also due to meticulously taking microarchitectural properties, such as alignment and pipelining, into account. Especially for embedded applications it holds that cryptography can be a performance bottleneck for an application, so we hope that our effort contributes to alleviating these costs.

Chapter 7 considers speed-optimized implementations of various cryptographic primitives on the RISC-V architecture and is somewhat more experimental in nature, in the sense that not a lot of optimization work had been done on this architecture before. One of the outcomes is that comparisons between RISC-V implementations will be painful due to the large number of optional instruction-set extensions. An extension with some extra instructions can have a large impact on what is the optimal implementation strategy for a particular cryptographic algorithm. It would be useful if, while the RISC-V project matures and more extension specifications are frozen, the supported extensions converge to a subset that is commonly available and can be used in comparisons.

In the final part we looked at countermeasures against side-channel analysis. Chapter 8 proposed a parallel implementation strategy for higher-order masking of AES. We showed how 4-share and 8-share implementations of AES can be done efficiently on an ARM Cortex-A8 with parallelism provided by NEON using gadgets that are proven to be SNI. We also performed an extensive side-channel evaluation. It would be interesting to find out why the order reduction happens as we observed and to find more efficient SNI gadgets that require less randomness.

Requiring less randomness is taken to the extreme in Chapter 9, where we showed how AES can be masked with two shares with just two random bits and no ‘online’ randomness whatsoever. We formally verified that our approach
achieves first-order security in the probing model. While the implementation will not protect from a DPA attack in practice, it is an interesting experiment that raises many questions. One of them has been open for a while and that is if something meaningful can be said about the amount and quality of randomness that is needed to thwart DPA attacks in practice. On the more theoretical side, it is still unclear how to extend a masking scheme like the one presented here to higher orders.

These are just some examples of possible future directions based on the results presented in this thesis on optimizations in symmetric cryptography. Naturally, many more questions can be raised that may inspire new research. Scientific research progresses exactly because of this mechanic: an everlasting cycle of questions and attempts at answers. While the work presented in this thesis feels like a big deal to me personally as it captures years of work, it remains but a speck of dust in the grander scheme of science. As long as there are people that find my answers useful or inspiring, then at least it was a time well spent.
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Summary

This thesis contains contributions that optimize various aspects of the design, implementation, and protection of symmetric cryptographic primitives. Chapters 1 and 2 introduce the topic and provide the reader with some background. The main body of this thesis is divided into three parts.

I Cryptographic Building Blocks

Chapter 3 is about how to optimize S-boxes, the nonlinear building block of many symmetric ciphers. We define four optimization criteria and we provide a method based on generic SAT solvers to automatically find efficient S-box implementations for these criteria. This method also allows to prove statements about the optimal number of operations. We then apply the method to the S-boxes of the CAESAR candidates and find many efficient implementations.

Chapter 4 tackles the optimization of MDS matrices, a linear building block of many symmetric ciphers. In the search for efficiently implementable MDS matrices, researchers used an approach that we show only performs local optimization. Existing methods to find shortest linear straight-line programs can be used in the search for MDS matrices and outperform the approach that only does local optimization. With these methods we study the XOR counts of many MDS matrices used in ciphers and of a number of generic constructions.

Chapter 5 defines the column-parity mixer (CPM), a linear building block for symmetric ciphers that can be used instead of an MDS matrix. We first study its algebraic, diffusion, and mask propagation properties and show its efficiency compared to other mixing layers. Then we outline a strategy on how to incorporate a CPM in a larger design and exemplify this be with a new permutation called Mixifer. We perform a security analysis of Mixifer and showcase that the design leads to an efficient software implementation.
II Optimized Implementations

Chapter 6 is about optimized assembly implementations of AES for the ARM Cortex-M3 and M4 that outperformed the then existing implementations. We wrote a custom instruction scheduler and register allocator for minimizing load instructions in SubBytes. Next to table-based implementations, we also show a constant-time bitsliced implementation and a masked implementation with two shares.

Chapter 7 deals with the RISC-V architecture and comes with optimized assembly implementations of AES, ChaCha, and the Keccak-f permutation. We also study the performance of arbitrary-precision arithmetic for asymmetric cryptography. Finally, we compare the relative performance of our implementations to those on the ARM Cortex-M4 and we discuss the impact of potential ISA extensions.

III Side-Channel Countermeasures

Chapter 8 describes a method to speed up implementations of higher-order masking by exploiting vector registers. We implement AES with 4 shares and with 8 shares and we use the NEON unit of an ARM Cortex-A8 to efficiently compute on the shares in parallel. We conclude with a security evaluation against side-channel attacks.

Chapter 9 introduces a way to mask AES with only two random bits in total by coming up with a new masked AND gate and by carefully reusing randomness. We formally verify that this approach is (first-order) secure in the probing model. We also implement it in assembly to show its efficiency on an ARM Cortex-M4 and we perform experiments to discuss its security.
**Samenvatting**

Dit proefschrift bevat bijdragen die verschillende aspecten optimaliseren van het ontwerp, de implementatie en de bescherming van symmetrische cryptografische primitieven. Hoofdstuk 1 en 2 leiden het onderwerp in en geven de lezer enige achtergrond. De kern van dit proefschrift is opgedeeld in drie delen.

I Cryptografische Bouwstenen

Hoofdstuk 3 gaat over optimalisatie van S-boxes, een niet-lineaire bouwsteen van veel symmetrische vercijferingen. We definiëren vier optimalisatiecriteria en we geven een methode gebaseerd op generieke SAT-solvers om automatisch efficiënte S-box-implementaties te vinden. Deze methode maakt het ook mogelijk om stellingen over het minimum te bewijzen. We passen de methode toe op S-boxes van CAESAR-kandidaten en vinden veel efficiënte implementaties.


Hoofdstuk 5 definieert de column-parity mixer (CPM), een lineaire bouwsteen voor symmetrische vercijferingen die in plaats van een MDS-matrix gebruikt kan worden. We bestuderen o.a. algebraïsche en differentiële eigenschappen en tonen aan hoe efficiënt het is vergeleken met andere typen mixlagen. Daarna geven we een manier om een CPM in een ontwerp te gebruiken, wat resulteert in een permutatie genaamd Mixifer. We voeren een veiligheidsanalyse uit en laten zien dat het ontwerp leidt tot een efficiënte implementatie.
Samenvatting

II Geoptimaliseerde Implementaties

Hoofdstuk 6 gaat over geoptimaliseerde assembly-implementaties van AES voor de ARM Cortex-M3 en M4 die sneller waren dan bestaande implementaties. We schreven een eigen instructieplanner en registertoewijzer om het aantal load-instructies in SubBytes te minimaliseren. Naast implementaties gebaseerd op tabellen laten we ook een bitsliced implementatie zien en een tot de eerste orde gemaskeerde implementatie.

Hoofdstuk 7 beschouwt geoptimaliseerde assembly-implementaties van AES, ChaCha en de Keccak-f permutatie voor de RISC-V architectuur. We kijken ook naar de prestaties van willekeurige-precisie-rekenkunde voor asymmetrische cryptografie. Ten slotte vergelijken we de relatieve prestaties van onze implementaties met die op een ARM Cortex-M4 en bespreken we de impact van mogelijke instructiesetuitbreidingen.

III Maatregelen tegen Nevenkanaalaanvallen

Hoofdstuk 8 beschrijft een methode om tot hogere orden gemaskeerde implementaties te versnellen met het gebruik van vectorregisters. We implementeren AES met 4 delen en met 8 delen en we gebruiken de NEON-eenheid van een ARM Cortex-A8 om efficiënt geparallelliseerd op de delen te rekenen. We sluiten af met een veiligheidsevaluatie tegen nevenkanaalaanvallen.

Hoofdstuk 9 introduceert een manier om AES te maskeren met in totaal slechts twee willekeurige bits door het bedenken van een nieuwe gemaskeerde AND-operatie en door zorgvuldig hergebruik van willekeurigheid. Met formele verificatie tonen we aan dat deze aanpak veilig is (tot de eerste orde) in het sondemodel. We implementeren het ook in assembly op een ARM Cortex-M4 om aan te tonen hoe efficiënt het is en we voeren veiligheidsexperimenten uit.
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